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Introduction

Flow control for IAB has been discussed in the IAB study and some details have been captured in the TR [1]. In [2] we discussed details of DL flow control for IAB. In this document we consider UL flow control for IAB. 
Discussion
The main flow control approaches described in the literature are discussed in [2] and are reproduced here. 
End-to-end flow control is the approach used in TCP and is illustrated in Figure 1. In this approach, congestion at an intermediate node is observed as lost packets downstream at the destination. The destination node then signals to the source node to slow the data rate from the source to the destination, thereby alleviating the congestion.
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Figure 1: End-to-end flow control

Hop-by-hop flow control is illustrated in Figure 2. In the hop by hop flow control approach, congestion at an intermediate node is indicated to all upstream nodes, up to the source node. Each upstream node adjusts the data rate towards the congested node, thereby alleviating congestion. Hop-by-hop flow control has been studied extensively as an alternative to TCP’s end-to-end flow control.
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Figure 2: Hop-by-hop flow control

As discussed in [2], end-to-end flow control as described in Figure 1 is not suitable for downlink flow control for IAB. Downlink and uplink flow control fundamentally same problem. The motivations for containing the effects of congestion to the boundaries of the RAN apply to uplink traffic just as for the downlink traffic.  

Observation 1: End-to-end flow control (as shown in Figure 1) is not suitable for uplink flow control in IAB.

In past discussion on flow control for IAB, it has been argued that uplink flow control can be achieved by controlling uplink resource allocation at the congested node, as illustrated in Figure 3. That is, the congested node reduces the resources allocated to its child node. We refer to this as one-hop flow control and has been analysed in [3]. Such a procedure just pushes the congestion problem by one node. In particular, the injection of data into the network by the UEs is not reduced.
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Figure 3: One-hop flow control by adjusting uplink resource allocation

Observation 2: The backpressure mechanism consisting of smaller uplink resource allocations at intermediate IAB nodes just pushes the congestion back by one step at a time (while packets continue to be injected into the network).

Additionally, the continued transmission of packets by the UEs even when an intermediate node is experiencing congestion can result in more lost packets during handover. Congestion scenarios can be a precursor to link degradation and handover. If at the time of congestion, UEs are unaware of congestion and continue to transmit data accordingly, the handover can result in significant loss of packets in IAB scenarios due to the large number of in-transit packets.
Observation 3: The backpressure mechanism consisting of smaller uplink resource allocations at intermediate IAB nodes can result in packet loss at handover.
Based on the discussion above, flow control for the uplink in IAB should be designed such that in response to congestion at an intermediate IAB node, the downstream IAB nodes and the access IAB nodes perform flow control to reduce the data rate into the congested node. 

Proposal 1: Uplink flow control for IAB should enable the congested node to reduce data rates at intermediate IAB nodes up to the access IAB nodes.
This requires an explicit congestion indication from the congested IAB node downstream towards the access IAB nodes. Furthermore, each intermediate IAB node forwards the congestion indication to appropriate downstream IAB nodes and also performs flow control to reduce the data rate towards the congested node. This is illustrated in Figure 4.
Proposal 2: Uplink flow control for IAB should be based on an explicit congestion indication from the congested node to downstream IAB nodes. IAB nodes forward the congestion indication downstream until the access IAB nodes are reached.
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Figure 4: Hop-by-hop flow control for uplink
In order to make sure that flow control is applied to flows that are impacted, the congestion indication needs to be sent only on backhaul links that carry the affected flows. Also, the congestion indication needs to specify which UE bearers are affected by the congestion. This allows the access IAB nodes to limit inbound data from specific UEs.
Proposal 3: The congestion indication specifies which UE bearers are affected by the congestion.
It seems appropriate to carry the congestion indication as an adaptation layer message, since such messages can be processed at intermediate and access IAB nodes. Additionally, the congestion indication can be transmitted per UE bearer. This enables the message to be processed similar to other adaptation layer traffic and transmitted along routes traversed by the corresponding UE bearer.
Proposal 4: The congestion indication can be an adaptation layer message.

Proposal 5: The congestion indication is transmitted per UE bearer.
Conclusion

This contribution considered the issue of uplink flow control for IAB networks. We have described the main congestion control approaches in the literature and have shown how flow control for IAB fits into the picture. The approach of trying to avoid congestion by reduced resource allocation from the congested node to the child node is described as one-hop flow control, and we discuss why that may be inadequate. Our observations and proposals are reproduced below.

Observation 1: End-to-end flow control (as shown in Figure 1) is not suitable for uplink flow control in IAB.

Observation 2: The backpressure mechanism consisting of smaller uplink resource allocations at intermediate IAB nodes just pushes the congestion back by one step at a time (while packets continue to be injected into the network).

Observation 3: The backpressure mechanism consisting of smaller uplink resource allocations at intermediate IAB nodes can result in packet loss at handover.
Proposal 1: Uplink flow control for IAB should enable the congested node to reduce data rates at intermediate IAB nodes up to the access IAB nodes.
Proposal 2: Uplink flow control for IAB should be based on an explicit congestion indication from the congested node to downstream IAB nodes. IAB nodes forward the congestion indication downstream until the access IAB nodes are reached.
Proposal 3: The congestion indication specifies which UE bearers are affected by the congestion.
Proposal 4: The congestion indication can be an adaptation layer message.

Proposal 5: The congestion indication is transmitted per UE bearer.
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