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Introduction
One of the IAB work item (WI) objectives listed in RP-190712 states the following:
· Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion.
This paper discusses the issue of DL flow control in IAB and proposes a baseline approach for the normative work.
Discussion
The IAB study item (SI) was completed in November 2018 with a recommendation to adopt the architecture 1a with IP terminated at IAB nodes. The recommendation de facto implies that an IAB node encompasses a full F1 stack for both CP and UP [1]. Although the multi-hop nature of IAB requires enhancements to the legacy NR protocols, it still seems natural to consider the F1-U flow control (FC) mechanism as a basis for FC in IAB.
F1-U flow control and the IAB-specific requirements
The legacy F1-U is using services of the transport network layer (TNL) in order to allow FC of user data packets transferred from the node hosting the NR PDCP (CU-UP in the case of CU-DU split) to the corresponding node (the DU in the case of CU-DU split). The F1-U protocol data is conveyed by GTP-U protocol, by means of the RAN Container GTP-U extension header defined in [2]. The GTP-U protocol over UDP/IP serves as the TNL for data streams on the F1 interface. 
In the IAB context, the NR F1-U FC is executed end-to-end (E2E) between the IAB-Donor CU-UP and the access IAB node, regardless of whether the access IAB node and the IAB-Donor CU are one or several hops apart. On the other hand, during the SI phase it was argued that certain enhancements to the F1-U FC may be necessary in order to accommodate the needs of IAB FC. In particular, it was argued that (E2E) F1-U FC may be slow in reacting to fast and short-lived congestion events on individual links, and that enhancements to the legacy F1-U FC may be necessary. The slow reaction was assumed to be the consequence of the following: 
· In legacy F1-U FC, the information provided to the IAB-Donor CU by an IAB node concerns only the bearers for the UEs that are being directly served by that IAB node.  For example, in Figure 1, the downlink delivery status (DDDS) sent from IAB2 to the IAB-Donor CU would contain info only about the data flows destined to UE2_1 and UE2_2. This is because the data that is intended for the UEs of the descendant IAB nodes (also the descendants of these IAB nodes and so on) is simply passed further on, via the Adaptation layer, and will therefore not be reflected in the DDDS. The problem with the above is that congestion may be caused at this IAB node (which aggregates the user traffic of subordinate IAB-nodes towards the IAB-Donor), by the transiting traffic (i.e. traffic flows not destined to UE2_1 and UE2_2), which is not reflected in the DDDS from IAB2. It is this multiplexing function of the IAB-node that cannot be regulated by the existing F1-U methods. For example, DDDS from IAB2 will not take into account the information related to the traffic destined to UE3_1. If the CU receiving DDDS from IAB2 notices a throughput or packet drop on the flows destined at UE2_1 and UE2_2, it may throttle the traffic of the two UEs. This may not solve the congestion problem at IAB2 if the two UEs were not the cause of the congestion.
· During the SI it was also argued that the existing F1-U E2E FC scheme to IAB has no means of pinpointing where exactly the problem is occurring in a multi-hop setting. The problem could have been in any of the intermediate nodes, but what the IAB-Donor CU will see is that the throughput for those bearers has dropped and will throttle them. For example, a delivery status report from IAB6 indicating loss of throughput will not be useful to identify if the problem is in the hop between IAB1 and IAB2, or IAB2 and IAB4 or IAB4 and IAB6 and/or which UEs/bearers are the cause of the problem.
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Figure 1: Example multi-hop scenario for end-to-end flow control
The proposed DL flow control approach
From the above it follows that the essential drawback of applying the current F1-U FC to IAB is that E2E flows that are not causing congestion on an IAB node may be throttled. 
To address the above concern, it is necessary to accurately indicate to the IAB-Donor CU which E2E data flows are contributing to the congestion. In that respect, the crucial issue is to pinpoint which E2E flows are contributing to the congestion, rather than isolating the FC actions only to the congested links (i.e. hops). As explained in Section 2.3, pinpointing a congested link (which a concept inherent to HBH FC) implies slowing down the transmission from the parent to the child on a congested link, which may lead to the queue build-up at the parent, with the pushback eventually propagating all the way to the IAB-donor. 
Observation 1: In the context of Flow Control in multi-hop IAB networks, it is crucial to throttle only the end-to-end flows that are contributing to the congestion, rather than throttling all end-to-end flows traversing or terminating at a congested IAB node.
The key challenge in that respect is how to accurately mark the appropriate E2E flows. A straightforward solution may be to introduce packet marking at intermediate nodes, which is a concept known from Data Center (DC) technology [3]. Packet marking is introduced in Data Center TCP to tackle the incast problems, where several nodes send large amounts of traffic at the same time, making it is essential to react on very short queue delays. 
Applied to the IAB context, if an egress packet has experienced a queuing delay exceeding some predefined threshold, the node in question can set an excess delay flag in the next egress packet. The marked packet would travel all the way to its destination IAB node, which could then feed this information to the IAB-Donor CU, indicating on which flow(s) the congestion has occurred or is likely to occur. The IAB-Donor CU can then throttle the flows traversing the congested nodes. A single bit in the Adaptation header may be sufficient for the marking.
The egress queuing delay threshold for triggering the packet marking can be configurable. However, setting a threshold significantly lower than a typical queuing delay experienced at congestion seems plausible. Namely, setting a low threshold implies keeping the buffer fill rate at a low level, thus enabling reducing the probability of sudden congestion, thus eliminating the need for a dedicated IAB HBH FC mechanism. 
The reporting from the final IAB node to the IAB-Donor CU can be done at regular intervals (e.g. every few milliseconds). The report may include a more detailed information that quantifies the amount of congestion, such as e.g. the number of marked bytes during the period between two reports. By comparing the number of marked bytes with the number of bytes sent downstream since the last report, the IAB-Donor CU can conclude whether and how much to slow down the transmission for the flow in question. 
It should be clear that marking is not a separate FC mechanism, but that it is rather an enhancement to the legacy F1-U FC. The enhancement consists of packet marking in the Adaptation layer header and reporting to the CU that the packet was delayed on the way. The proposal is complementary to the legacy F1-U FC, which focuses on delivery status on the radio link to the UE (as explained in section 2.1), while packet marking tackles congestion on intermediate hops. The proposal is to introduce packet marking, while it is up to the node implementation how to react to congestion. 
Observation 2: Packet marking at intermediate hops could be introduced as a complement to the existing F1-U flow control mechanism. Packet marking could be implemented in the Adaptation layer header.
Packet marking vs dedicated IAB hop-by-hop flow control mechanism
During the IAB SI there were proposals to introduce a dedicated IAB HBH FC mechanism as a complement to the legacy F1-U FC. This section compares the proposed packet marking-based approach with the IAB HBH FC. 
A dedicated IAB HBH FC would run on each IAB backhaul link and would rely on pushback, where a congested child node indicates to its parent node to slow down the transmission. During the IAB SI it was claimed that this approach would enable faster reaction to congestion than legacy F1-U FC applied to IAB. This is, however, only partially true – HBH FC would be beneficial only for short-lived congestion cases, where an overloaded node temporarily slows down transmissions from its parent. Applying HBH pushback to a longer-lasting congestion would cause queue build-up at the parent node, with queues possibly building up at parent’s parent, which could eventually propagate all the way back to the IAB-Donor. In other words, the pushback mechanism would be contra-productive in congestion cases that are not short – eventually, the IAB-Donor would have to slow down its transmission, which is anyway ensured with F1-U E2E FC. Applying packet dropping due to queue build-up in IAB HBH FC may not be acceptable for some applications.
Observation 3: Dedicated IAB hop-by-hop flow control mechanism can efficiently handle only short-lived congestion scenarios.
Observation 4: In case of a longer congestion, dedicated IAB hop-by-hop flow control is in risk of queue build-up in the parent node and nodes further upstream, ultimately reaching the IAB-Donor and causing the throttling that is anyway ensured with the end-to-end F1-U flow control.
On the other hand, F1-U FC complemented with packet marking would be able to handle both short- and long-term congestion. Handling of long-term congestion is inherent to the F1-U E2E component, while packet marking handles short-term congestion. In fact, keeping the packet marking threshold such that queues at nodes are kept short will likely prevent short-term congestion from occurring. In other words, the proposed approach ensures that both short- and long-term congestion is handled by slowing down the traffic at the source (i.e. IAB-Donor), thanks to packet marking, which provides an indication to the IAB-Donor that there is a queue build-up somewhere on the path. 
Observation 5: Setting the packet marking (i.e. queuing delay) threshold low in the proposed approach reduces the risk of buffer overflow in intermediate nodes and enables an early indication for the IAB-Donor CU to throttle the traffic.
If, as a consequence of applying HBH FC on a link, queue build-up occurs in several upstream nodes (i.e. beyond parent), it will be necessary to indicate to the IAB-Donor the final list of congested nodes on a route, so that the traffic going some other way (and not via congested links) can get prioritized. On the other hand, packet-marking solution solves this naturally because the nodes behind links that are not congested, even if they share one or more links on paths leading to/via congested nodes, will not have their packets marked. Only those users that are marked need to slow down E2E. 
Another issue with the pushback approach is how to choose the right amount of pushback. A drastic reaction by the pushback mechanism on a link will lead to buffer under-utilization, which may affect the E2E traffic with retransmission timeout and large delays. In addition, it is not obvious and easy to predict how a traffic slowdown on a link will affect the parent and other links in the network – even if the chosen amount of pushback is optimal for that link it may still affect the traffic situation on upstream links in a negative way. On the other hand, packet marking combined with F1-U E2E FC makes it possible to bring an educated centralized decision where the CU has a full overview of congestion situation on all its affiliated paths.
[bookmark: _Hlk535417001]The proposed DL packet marking mechanism does not explicitly indicate the where exactly (i.e. on which link) the congestion has occurred. However, the lack of exact pinpointing does not affect the performance of the proposed solution. Namely, the IAB node with queuing delay exceeding the threshold will mark the packets, meaning that only the packet flows affected by that link will be marked. The final IAB node will report that to the CU which will throttle only the flows traversing the congested links. The packet-marking scheme inherently adjusts to the bottleneck, since the bottleneck will cause the marking. In other words, it is only important to know which flows are experiencing congestion, rather than which individual link is congested. 
Observation 6: Packet marking combined with F1-U end-to-end flow control enables throttling only the flows that traverse the congested IAB nodes. The proposal enables bringing an educated centralized decision and traffic throttling at source, where the CU has a full overview of congestion situation on all its affiliated paths.
Introducing a dedicated IAB HBH FC mechanism would greatly increase the IAB FC complexity, since it would introduce several layers of FC. Meanwhile, packet marking keeps the FC in the hands of the end points, while providing the end points with an early congestion indication, thus keeping the packet levels in buffers low and enabling a faster reaction to local congestion problems.
Observation 7: Introducing a dedicated IAB hop-by-hop flow control mechanism would introduce another flow control layer and greatly increase the IAB flow control complexity.
Due to the above it is proposed to adopt the packet marking combined with F1-U FC as a baseline solution for IAB FC.
Proposal: Adopt packet marking at intermediate hops, together with the existing F1-U end-to-end flow control, as the baseline solution for IAB flow control.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses flow control in IAB and proposes an addition to the F1-U flow control mechanism, in order to enable its use in IAB. The following observations are made:
Observation 1: In the context of Flow Control in multihop IAB networks, it is crucial to throttle only the end-to-end flows that are contributing to the congestion, rather than throttling all end-to-end flows traversing or terminating at a congested IAB node.
Observation 2: Packet marking at intermediate hops could be introduced as a complement to the existing F1-U flow control mechanism. Packet marking could be implemented in the Adaptation layer header.
Observation 3: Dedicated IAB hop-by-hop flow control mechanism can efficiently handle only short-lived congestion scenarios.
Observation 4: In case of a longer congestion, dedicated IAB hop-by-hop flow control is in risk of queue build-up in the parent node and nodes further upstream, ultimately reaching the IAB-Donor and causing the throttling that is anyway ensured with the end-to-end F1-U flow control.
Observation 5: Setting the queuing delay threshold low in the proposed packet-marking approach reduces the risk of buffer overflow in intermediate nodes and enables an early indication for the IAB-Donor CU to throttle the traffic.
Observation 6: Packet marking combined with F1-U end-to-end flow control enables throttling only the flows that traverse the congested IAB nodes. The proposal enables bringing an educated centralized decision and traffic throttling at source, where the CU has a full overview of congestion situation on all its affiliated paths.
Observation 7: Introducing a dedicated IAB hop-by-hop flow control mechanism would introduce another flow control layer and greatly increase the IAB flow control complexity.

Based on the observations, the following is proposed:
Proposal: Adopt packet marking at intermediate hops, together with the existing F1-U end-to-end flow control, as a baseline solution for IAB flow control.
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