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1.
Introduction
In the last RAN2 meeting, it was agreed that conflicts between multiple active configured grants shall be studied in RAN2 in addition to scenario 2 as part of UL data-data prioritization. In this contribution, we will further discuss the scenario of overlapping configured grants and provide our considerations on prioritization between overlapping configured grants. 
2. Discussion
According to the RAN1 discussion and agreements made in RAN1#95 as follows, the motivations of multiple active configured grant configurations for a given BWP include [1]: 
1. to enhance reliability and reducing latency for a given service.
2. to support different services/traffic types  

In the following, we will first investigate the overlapping configured grants in time domain issues in different scenarios where multiple configured grant configurations are active. Then, we will provide our considerations on how to resolve the overlapping configured grant issue. 

Agreements:

· Multiple active configured grant configurations for a given BWP of a serving cell should be supported at least for different services/traffic types and/or for enhancing reliability and reducing latency 

· FFS details

· Note: it is understood that the above may be related to RAN2-led work on intra-UE multiplexing

2.1 Scenarios of overlapping configured grants

2.2.1 For enhancing reliability and reducing latency for a given service 
Similar to HRLLC, multiple active CGs can be configured with the same periodicity but different timing offset with the motivation to enable configured grants with flexible start and fixed repetition number. To enable the similar functionality, for multiple type 1 CGs, different timeDomainOffset can be configured in each CG configuration, and for multiple type 2 CGs, multiple CG configurations can be configured and these configurations can be sequentially activated by DCI on different timing, while the other parameters, e.g. periodicity and resource allocation can be exactly the same. As illustrated in Figure 1 where multiple CG configurations are intended for a single service, in case the data arrive in between the first CG occasion of configured#1 and configured#2, i.e. time point A, the constructed MAC PDU can be delivered on CG occasions associated with CG configured#2. The first occasion is used for initial transmission while the following occasions of the same CG configuration are used for subsequent repetitions so that the repetition number of a given TB is fixed to 3. Note that in NR R15, the fixed repetition number cannot be achieved by using only one active CG configuration as the data may arrive at the middle of a bundle of CG resources. 
Observation 1: Multiple active CGs for a given service can be overlapping in order to enable transmission of a TB at a flexible starting point and fixed repetition number within a bundle. 
Once the UE selects one CG for a TB transmission within a bundle, in order to improve the reliability, the following CG occasions of the same CG configuration shall be used for this TB. Therefore, only one initial CG occasion will be used so that using overlapping CG occasions for initial transmission does not need to be considered. When new data arrives at time point B while a TB is repeated over occasion 1 of CG configuration#2, the repetition cannot be interrupted by another initial transmission on occasion 1 associated with CG configuration#3. In other words, the initial transmission of a TB can be only initiated on the first occasion within a bundle and thereby the collision between CGs will not happen. This can be also verified by the following RAN1 agreement in RAN1#AH [2].

Agreement:

· In Rel-16, for both Type 1 and Type 2 configured grant and when multiple active configurations are configured in a BWP, transmission of a TB based on the configured grant is associated with a single active configuration, even if the transmission is repeated

Observation 2: Transmission of a TB can be only associated with a single active configuration where a bundle starts from the initial occasion and thereby collisions between a CG and another CG for a given service will not happen.
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Figure 1: Multiple active CGs are configured for enhancing reliability and reducing latency
Proposal 1: In case multiple active CG configurations configured for a single service, there is no need to consider the prioritization for collisions between CGs associated with these different configurations.
2.2.2 For different service/traffic type
With the purpose to support simultaneous transmission of different service/traffic type for a UE, multiple CG configurations can be active for a given BWP with different configurations in terms of periodicity and/or TBS/MCS. Different service/traffic type can be transmitted on corresponding CG occasions which can be facilitated by LCP restriction. For instance, regarding different traffic types, more critical service can be configured with a dedicated CG configuration with more stringent maxPUSCHduration and/or more robust MCS table. Because CG can be only configured with dense PUSCH occasions in order to meet the strict latency requirement, it would be difficult to avoid overlapping in time domain among different active CG configurations. Even for different services with the same traffic type, i.e. with similar latency and reliability requirement, traffic pattern for each service in terms of periodicity can be different. As a result, overlapping CGs in time domain is also inevitable, as illustrated by the Figure 2. 
Observation 3: Multiple active CGs can be overlapping in time domain in order to transmit different services or traffic types. 
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Figure 2: Multiple active CGs configured for different services
As we can observe in the above figure, CG configuration#1 and #2 are intended for different service, when data of both service are available for transmission and CG occasions are overlapped with each other, e.g. CG occasion 0 associated with #1 overlaps with the occasion 0 associated with #2, which MAC PDU to be served on which CG occasion needs to be determined. Furthermore, a prioritization is needed to determine to prioritize which CG occasion. Because NW is unaware of buffer status, i.e. whether there is data available for a service, NW implementation is not reliable and it will significantly decrease the spectrum efficiency as the overlapping may occur quite frequently given for a short periodicity. Similar to collision between CG and DG, collision between CG and another CG needs to be addressed. Consider the overlapping CGs are intended for different services/traffic types, the similarity to the collision between CG and CG can be seen here. 
Observation 4: In case multiple active CG configurations intended for different service/traffic type, collision between overlapped CGs needs to be addressed as collisions between CG and DG.
In the context of flexible start within a CG configuration supported in R15, it is possible that an initial tx can be overlapped with ongoing repetition of another bundle, i.e. collision between CG occasion 0 (used for initial tx) associated with CG configuration#1  and CG occasion 1 (used for repetition) associated with CG configuration #2.  Regarding the collision across bundles, prioritization of one CG over another one will result in different latency and reliability performance. If initial transmission is prioritized over repetition transmission, the latency of service of initial transmission will be improved while the reliability of another service for the repetition transmission will be impacted. On the other hand, if repetition transmission  is prioritized, the latency of initial tx cannot be guaranteed. Given that latency and reliability of different service are coupled with each other, it would be difficult to consider both dimensions, and therefore, we suggest not to distinguish the case of collision between initial tx and repetition tx and a common approach should be used for handling all the collisions between CGs.
Regarding the potential solutions, if the overlapping CGs are configured for different services, at least one dimension in the following configuration can realize the mapping between CG configurations and services/LCHs for a given BWP:
CG configuration#1: Service M {periodicity#1, maxPUSCH duration#1, TBS#2, MCS table#1…}

CG configuration#2: Service N {periodicity#2, maxPUSCH duration#2, TBS#2, MCS table#2…}

Therefore, we believe that LCP restriction and LCH priorities based approach can be also applied to the collision between CG and CG as well as collision between DG and DG. Some contributions propose to use per grant priority indication to address the conflicts, e.g. a priority is configured per CG configuration [3]. Then, the prioritization can be simply based on the priority associated with the corresponding CG configuration. However, as discussed above, in case only one LCH can be served by a dedicated CG configuration, per grant priority is equal with the LCH priority while increasing additional signalling and complexity. In case multiple LCHs can be served by a dedicated CG configuration, we observe some restriction for per grant priority approach. As data for a particular LCH is not always available for transmission when a CG occasion occur, therefore the LCHs actually assembled on different CG can be different. Consequently, it would be difficult to configure a fixed priority for a dedicated CG configuration. Generally, we suggest to propose that only LCH priority and LCP restriction can be considered in both RAN1 and RAN2. 
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].

· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].

Proposal 2: Prioritization between overlapped CGs can be based on LCH priority and LCP restriction similar to prioritization between CG and DG.
Proposal 3: The initial transmission and the repetition are treated in a same manner.

Another issue is about the condition for MAC to generate a MAC PDU for a CG if there is another CG overlapped with this CG. As the gNB doesn’t know if there is data available for the CG, if a MAC PDU is generated by finally dropped as a result of prioritization, gNB may have difficult to decide whether to schedule a retransmission for this CG. Therefore, the UE should avoid generating a MAC PDU for a CG if it knows that there is another ongoing transmission on another CG which is of a higher priority.
Proposal 4: If CG A is overlapped with CG B, MAC only generates MAC PDU for CG A if CG A is prioritized over CG B according to prioritization rule defined in Proposal 2.

3. Conclusion
In this contribution, we further investigate the collision between CGs and provide our considerations on how to handle the overlapped CGs as part of intra-UE prioritization.
Observation 1: Multiple active CGs for a given service can be overlapping in order to enable transmission of a TB at a flexible starting point and fixed repetition number within a bundle. 

Observation 2: Transmission of a TB can be only associated with a single active configuration where a bundle starts from the initial occasion and thereby collisions between a CG and another CG for a given service will not happen.
Observation 3: Multiple active CGs can be overlapping in time domain in order to transmit different services or traffic types. 
Observation 4: In case multiple active CG configurations intended for different service/traffic type, collision between overlapped CGs needs to be addressed as collisions between CG and DG.
Proposal 1: In case multiple active CG configurations configured for a single service, there is no need to consider the prioritization for collisions between CGs associated with these different configurations.
Proposal 2: Prioritization between overlapped CGs can be based on LCH priority and LCP restriction similar to prioritization between CG and DG.

Proposal 3: The initial transmission and the repetition are treated in a same manner.
Proposal 4: If CG A is overlapped with CG B, MAC only generates MAC PDU for CG A if CG A is prioritized over CG B according to prioritization rule defined in Proposal 2.
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