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[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The study item “Study on NR Industrial Internet of Things (IIoT)” was completed at RAN2#105 meeting and the final TR [1] captures the conclusions related to the potential enhancements envisioned to support the deterministic nature of TSN traffic as follows:
Table 6.5.2-1	TSN traffic characteristics with potential issues and enhancements
	No.
	TSN traffic characteristic
	Description
	Potential solutions and enhancements

	1
	Deterministic nature of TSN traffic
	As captured in TS 22.104 [6], TSN traffic is often periodic, deterministic (meaning that the delay between transmission of a message and receipt of the message at the destination address needs to be stable (within bounds)) and with a message size which is fixed or in a specified range.
	Knowledge of TSN traffic pattern is useful for the gNB to allow it to more efficiently schedule either via CG/SPS or dynamic grants. It would be beneficial to provide the relevant information, e.g. upon QoS flow establishment. The provided information should at least include message periodicity, message size and reference time/offset. Additionally, such information as survival time could be considered, if deemed useful.
The information could be provided either from the Core Network or from the UE, but since Core Network interacts directly with the TSN network and possesses all the required information, it is preferred for this information to be signaled from the Core Network.


In this contribution, we discuss the highlighted points above, namely:
· How should exactly be captured the reference time/offset?
· Which information comes from Network / from UE?
· Should survival time be known by RAN and why?
Discussion
1.1. Reference time/offset of a TSN QoS flow
IEEE 802.1Qbv is the most commonly supported scheduling mechanism in TSN networks, and is a requirement from TS 22.104 Section 6.2 [2]:
	For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support enhancements for time-sensitive networking as defined by IEEE 802.1Q, e.g. time-aware scheduling with absolute cyclic time boundaries defined by IEEE 802.1Qbv [19], for 5G-based Ethernet links with PDU sessions type Ethernet.


We provide below a brief background on IEEE 802.1Qbv.
IEEE 802.1Qbv Time-Aware Shaper (TAS)
As shown in Figure 1 , the IEEE 802.1Qbv Time-Aware Shaper (TAS) introduces time-based gates at the output ports of a TSN bridge that bind the transmission of frames from the egress queues (traffic classes) to a configured periodic schedule called the Gate Control List (GCL).


[bookmark: _Ref789176][bookmark: _Ref789163]Figure 1: 802.1Qbv functionality in a TSN bridge and resulting scheduling example
The periodic execution of the GCL defines the scheduler cycle, or cycle time, of the TSN schedule.
Observation 1: An 802.1Qbv-compliant TSN device executes a periodic semi-static QoS schedule at its egress ports which period (cycle time) and scheduling slots are configured according to the 802.1Qbv protocol.
The impact of supporting IEEE 802.1Qbv is depicted in Figure 2 where 5GS is integrated as a TSN bridge, based on SA2 solution#8 from [3] “5GS appearing as a TSN bridge (black box) for integration with TSN”.


[bookmark: _Ref794785]Figure 2: 5GS integrated as a TSN bridge supporting IEEE 802.1Qbv/Qch
In conventional switches, the switch fabric typical latency is in the range of microseconds, most frame travel time is taken by the Ethernet bandwidth over the wire (e.g. 1.5Kbytes / 100Mbits/s ≈ 123 µs). Since the goal of 802.1Qbv/Qch is to achieve zero congestion loss and bounded latency, the wireless part introduced with 5GS (Figure 2) should be aware of the 802.1Qbv scheduled slots and associated traffic mapping, that is, the Time Aware Shaper (TAS) Gate Control List (GCL).
Observation 2: To properly convey Ethernet frames according to IEEE 802.1Qbv schedule, RAN must be aware of the 802.1Qbv cycle and corresponding Gate Control List (GCL).
In the current TR [1], the 802.1Qbv cycle and corresponding Gate Control List (GCL) are addressed by the message periodicity and reference time/offset in Table 6.5.2-1. However, it is obvious from the above that the GCL maps traffic types to time slots, mainly to take into account the possible jitter and/or time multiplexing of such packets. Therefore, we propose that the reference time is defined similarly as a time interval instead of an absolute time.
Proposal 1: Upon QoS flow establishment, CN provides gNB with a reference time interval (rather than just an absolute time) during which the related packet(s) are expected to be received.
1.2. Which QoS information comes from Network / from UE?
From TR 23.734 [3]: The CNC has a complete view of the TSN network and is therefore enabled to compute respective end-to-end communication paths from a Talker to the Listeners that fulfil the TSN stream requirements as provided by the end stations. The computation result is provided by the CNC as TSN configuration information to each TSN bridge in the path between involved TSN end stations (Talkers to the Listeners) as network configuration information.
Furthermore, with SA2 black box model (Figure 6.8-1 from [3]), it is clear that the CNC connects to the 5GS via TSN translators on the network side. We can therefore derive the following observation:
Observation 3: The IEEE 802.1Qbv schedule is computed and delivered to 5GS by the CNC, from the network side.
Then the question is: is there any similar traffic information UE would need to report to the network, for any UL service that network wouldn’t be aware of? For example, in LTE, a description related to UE assistance information is as below (TS 36.331, Section 5.6.10.2 [6]):
A UE capable of providing SPS assistance information in RRC_CONNECTED may initiate the procedure in several cases including upon being configured to provide SPS assistance information and upon change of SPS assistance information.
One IIoT usecase that could likely trigger such UE assistance information procedure could be when an alarm is triggered by the TSN device/application the UE is serving/attached to. Referring again to TS 22.104 [2]:
	Most events, and especially alarms, are confirmed. In this context, alarms are messages that inform a controller or operator that an event has occurred, e.g., an equipment malfunction, process deviation, or other abnormal condition requiring a response. The receipt of the alarm is acknowledged usually within a short time period by the application that received the alarm. If no acknowledgment is received from the target application after a preset time, the so-called monitoring time, the alarm is sent again after a preset time or some failure response action is started.


From the above, one could deduce that an alarm, once triggered, could be a periodic transmission. In which case, the SPS assistance information from LTE mentioned above could be re-used in this context.
Proposal 2: RAN2 considers UE also providing Configured Grant assistance information in support of some UE-initiated URLLC traffic such as alarms.
1.3. Survival time
TS22.104 [2] provides several definitions of the survival time that can be classified into two types of definitions: generic definitions and specific requirements for the most stringent usecases.
The generic definitions can be found in Sections 3.1, 5.1, and in Annex C2.3 and C3 of [2]. Rather than listing them all, we copy below Figure C.3-1 from Annex C3 of [2] with an extract from the body text that is sufficient summary:
	The survival time can be expressed as a period of time or, especially with cyclic traffic, as maximum number of consecutive incorrectly received or lost messages. If the survival time has been exceeded, the application transitions the status of the communication service into a down state.



[image: ]
Figure 3: Definition of up time, down time and up state, down state, also showing survival time (copied from Figure A.2-1 of [1])
The most stringent use cases are captured in Table A.2.2.1-1: Service performance requirements for motion control of [2] as follows:
	
	Communication service availability: target value in %
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval: lower bound
	Transfer interval: upper bound
	Survival time
	Service area (note)

	1
	99,999 to 99,99999
	< transfer interval value
	50
	500 μs – 500 ns
	500 μs + 500 ns
	500 μs
	50 m x 10 m x 10 m

	2
	99,9999 to 99,999999
	< transfer interval value
	40
	1 ms – 500 ns
	1 ms + 500 ns
	1 ms
	50 m x 10 m x 10 m

	3
	99,9999 to 99,999999
	< transfer interval value
	20

	2 ms – 500 ns
	2 ms + 500 ns
	2 ms
	50 m x 10 m x 10 m

	NOTE:	Length x width x height.


In such use cases, the survival time is set equal to the transfer interval (target value excluding jitter) which corresponds to the cycle time of the TSN traffic. Clearly, in the above usecase, the survival time spans only one additional message transmission, as illustrated in Figure 4.


[bookmark: _Ref974627] Figure 4: Survival time for the most stringent usecases (motion control) 
Observation 4: For most stringent IIoT usecases in TS22.104, the survival time is equal to the cycle time, which means that it spans only one additional message transmission.
We focus on the above stringent usecase in the rest of this contribution.
How to address survival time in 5GS?
The first question to answer is: what should 5GS do upon entering survival time? Clearly, the goal is to make sure the next transmission(s) go(es) through within the end-to-end latency budget so as to go back to “normal operation” and stay away from unavailable time. To do so, 5GS system must quickly react by increasing the reliability of the wireless link for the concerned traffic flow(s), as shown in Figure 5:


[bookmark: _Ref975571]Figure 5: Addressing survival time by increasing the reliability of following message 
Observation 5: 5GS should address survival time by making sure the next transmission goes through within the end-to-end latency budget so as to go back to “normal operation” and stay away from unavailable time.
Proposal 3: 5GS should react to survival time by increasing the link reliability.
How to manage (trigger/stop) survival time in 5GS?
Considering 1) the survival time and end-to-end latency definitions are based on application message, 2) the SA2 response [4] challenging the (although attractive) RAN2 assumption/approximation that end-to-end latency can be bounded to RAN (Uu), one simple approach can be to consider that:
· Option 1: survival time is managed outside RAN (by CN).
However, it is unclear with such approach if CN can react fast enough to increase the reliability of the next message transmission. For example, considering: 1ms transfer interval and 0.5ms end-to-end latency, the reaction time is 0.5ms, which sounds overkill for any CN reconfiguration of RAN involving N2 latency + an RRC re-configuration.
Observation 6: CN or application-based handling of survival time is impractical considering very short reaction times of most stringent IIoT usecases.
· Option 2: survival time is (also) managed in RAN
However, RAN is only aware of its fraction of the end-to-end latency, which is provided by the 5QI parameter: packet delay budget (PDB). RAN does not have visibility on the total end-to-end latency. On the other hand, the toughest requirements on end-to-end latency and survival time reported in above Table A.2.2.1-1 are for applications operating over a small service area. Therefore it is a safe assumption that for such stringent usecase, the initial RAN2 assumption holds and the CN delay can be assumed zero or negligible.
Hence, a RAN standalone solution can be envisioned, complementary to CN solution, based on PDB.
Proposal 4: RAN is aware of QoS flows requiring survival time support.
Proposal 5: RAN2 should study RAN-based mechanisms for increasing the link reliability when entering survival time.
We propose such solution in our companion paper [5].
Conclusion
In this contribution we discussed further details on the new TSN-related QoS information such as expected traffic arrival time, information from network and UE, as well as survival time. The resulting observations and proposals are as follows:
Observation 1: An 802.1Qbv-compliant TSN device executes a periodic semi-static QoS schedule at its egress ports which period (cycle time) and scheduling slots are configured according to the 802.1Qbv protocol.
Observation 2: To properly convey Ethernet frames according to IEEE 802.1Qbv schedule, RAN must be aware of the 802.1Qbv cycle and corresponding Gate Control List (GCL).
Proposal 1: Upon QoS flow establishment, CN provides gNB with a reference time interval (rather than just an absolute time) during which the related packet(s) are expected to be received.

Observation 3: The IEEE 802.1Qbv schedule is computed and delivered to 5GS by the CNC, from the network side.
Proposal 2: RAN2 considers UE also providing Configured Grant assistance information in support of some UE-initiated URLLC traffic such as alarms.

Observation 4: For most stringent IIoT use cases in TS22.104, the survival time is equal to the cycle time, which means that it spans only one additional message transmission.
Observation 5: 5GS should address survival time by making sure the next transmission goes through within the end-to-end latency budget so as to go back to “normal operation” and stay away from unavailable time.
Proposal 3: 5GS should react to survival time by increasing the link reliability.

Observation 6: CN or application-based handling of survival time is impractical considering very short reaction times of most stringent IIoT usecases.
Proposal 4: RAN is aware of QoS flows requiring survival time support.
[bookmark: _GoBack]Proposal 5: RAN2 should study RAN-based mechanisms for increasing the link reliability when entering survival time.
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