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[bookmark: _Ref528762725]Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In RAN#83 meeting, WID IIoT was agreed [1]. And one of the objectives is:
----------------------------------------------------------------------------------------------------------------------------
         2. The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].
----------------------------------------------------------------------------------------------------------------------------
In this document, further analysis on resource conflicts between DG and CG as well as conflicts between CGs is carried out and potential solutions are provided.
Discussion
[bookmark: _Ref3887497]Further clarifications on the scenarios
CG/DG collision
The possible use cases for this scenario are the usual legacy use cases where the dynamic grant aims at preempting the configured grant if it comes e.g. in response to an SR for a high priority channel or for a HARQ re-transmission of a TB from a high-priority channel. In which case it seems logical that the legacy rule applies, i.e. the dynamic grant overrides the configured grant. However, an additional use case can be that NW schedules a dynamic UL grant for eMBB to be used by UE in case the UE has no data for the configured grant and would have skipped it (assuming eMBB data is not permitted to use the configured grant by LCP channel restrictions). This improves the resource efficiency, also considering the higher configured grant density expected in rel-16. But if high priority URLLC data would be available to be transmitted in the configured grant, then the legacy rule should not apply anymore and instead the configured grant should take priority over the dynamic grant. As a result, a dynamic grant received on PDCCH may or may not override a configured grant on overlapping resources depending on prioritization rules involving the characteristics (e.g. priority) of the LCHs potentially carried in the grants. This is the intention of the WID sentence highlighted in yellow in Section 1.
CG/CG collision
This scenario is the consequence of supporting multiple configured grant configurations in the same BWP, as elaborated in [2].
Common aspects
We believe it is very unlikely from PHY perspective that the original UL transmission is kept on-going around the pre-empted resource for reasons like the UE transmission power cannot change dynamically, etc. Hence, we expect RAN1 to conclude that the only possible solution is that the pre-empted transmission is fully cancelled rather than partly transmitted. Since it will also simplify RAN2 work keeping the same behavior as currently when dynamic grant overrides a configured grant, we suggest taking this as a baseline assumption for further RAN2 work.
Proposal 1: RAN2 takes as working assumption that the de-prioritized transmission is fully cancelled (no partial transmission is performed in UL).
Furthermore, from RAN2 perspective, no assumption is made on the timing of the prioritization: for example in Figure 1-right, the CG can take priority over the DG as soon as some data for the CG arrives, even after the DG transmission has started. 
· [bookmark: _GoBack]A Rel-16 UE may receive a DG overriding/preempting a CG after the CG transmission has started (Figure 1-left)
· A CG may preempt an overlapping DG (or another CG) even after the DG transmission has started (Figure 1-right)
We elaborate further on the processing latencies impact on the above cases in our companion contribution [3].
Proposal 2: From RAN2 perspective, there is no assumption that no transmission must have started before a prioritization decision can be made.


[bookmark: _Ref426857][bookmark: _Ref532806737]Figure 1: Intra-UE UL PUSCH prioritization between configured grant and dynamic grant
Solutions for resource conflicts between DG and CG PUSCH /multiple CGs
The study item concluded in Section 5.3.1 of the TR [4] that such resource conflicts would be addressed by MAC, and provided the general principle of such prioritization rule:
	UE prioritization of a grant when there is at most one dynamic grant in the set of conflicting grants (scenario 2 and configured/configured grant collisions) shall be addressed. MAC specifies currently the UE prioritization of such cases, and modifications to MAC would be required.
[…]
For cases when MAC prioritizes a grant, MAC prioritizes the grant on which data of the highest priority can be transmitted according to LCP restrictions and priority configured for each logical channel.


We elaborate below the details of applying such principle.
In this solution, the highest priorities of the LCHs multiplexed by LCP in each uplink grant are compared to decide which grant takes priority over the other. This is illustrated in Figure 2 for a resource collision between a configured and a dynamic grant.


[bookmark: _Ref532831720]Figure 2: Optimal priority-based solution. 
Since the dynamic grant can be for a new transmission or for a HARQ re-transmission, the above priorities to be compared in the prioritization rule are determined as follows:
· If the colliding PUSCH is for a new transmission, its priority is equal to the highest priority of the LCHs multiplexed by LCP in the PUSCH, assuming this PUSCH is transmitted, (if no LCH is multiplexed, it is set to zero);
· If the colliding PUSCH is for a HARQ re-transmission, its priority is equal to the highest priority of the LCHs that were multiplexed in the TB to re-transmit.
Proposal 3: If the colliding PUSCH is for a new transmission, its priority is equal to the highest priority of the LCHs multiplexed by LCP in the PUSCH, assuming this PUSCH is transmitted, (if no LCH is multiplexed, it is set to zero).
Proposal 4: If the colliding PUSCH is for a HARQ re-transmission, its priority is equal to the highest priority of the LCHs that were multiplexed in the TB to re-transmit.
Such approach requires running multiple “virtual” LCPs, one of which may not result in any MAC PDU, hence raises some complexity issues. Note also that the prioritization rule of Figure 2 may need to run multiple times to account for different starting symbols of the colliding PUSCH and therefore different assembly times and also to account for new data arrivals at any time.
Observation 1: The optimal priority-based solution comes with a high UE implementation complexity.
A simpler approach consists in configuring one single UE-specific priority threshold priorityThreshold as RRC parameter and if the highest priority of the LCHs multiplexed by LCP in the configured grant is higher than this threshold, the configured grant takes priority over the dynamic grant, otherwise, the other way around. Such approach is sub-optimal but has low-complexity, also considering that the determination of a configured grant priority is expected straight-forward, assuming some configured association between a CG configuration and an LCH in case of multiple active configured grants configurations [5][6] (see Figure 3).


[bookmark: _Ref4407132][bookmark: _Ref3887276]Figure 3: CG/DG prioritization based on a generic priorityThreshold
Proposal 5: RAN2 should consider a low-complexity prioritization rule where the CG priority is compared with a generic priority threshold.
Case of equal-priority:
It has not been discussed so far what the MAC behavior should be when the above prioritization rule results in equal priorities in both overlapping grants. Such case may occur e.g. with two different LCHs of equal-priority in the two grants, but with different channel mapping restrictions. One LCH may have tougher channel mapping restrictions than the other and may for example be mapped onto the shortest (or most reliable) PUSCH of the colliding grants. Since the priority of an LCH does not necessarily correlate with the latency/reliability requirement (e.g. eMBB traffic of a premium user, AV/VR traffic, etc) this scenario may not be so infrequent. In such case we suggest that the grant with the most restrictive channel mapping restriction (e.g. the smaller PUSCH duration or the most reliable MCS [7]) is prioritized.
Proposal 6: In case the priority-based rule results in equal priorities for both overlapping grants, the grant with the most restrictive channel mapping restriction (e.g. the smaller PUSCH duration or the most reliable MCS) is prioritized.
Further issues addressing CG overridden by another uplink grant
One new issue about pre-empted CG MAC PDUs (by DG or other CG) was also raised in [8][9], but not treated on-line. Indeed, when the MAC PDU of a pre-empted CG has been assembled and delivered to PHY (e.g. as in Figure 1-left) the gNB is not aware whether the CG was preempted as a follow-up of the prioritization, or if it was skipped because there was no matching data in the buffer. Hence the network is not expected to request a re-transmission for the pre-empted CG MAC PDU. Then, the MAC PDU may be lost or can only be retransmitted by higher layer. This will increase the packet loss rate and/or latency for the service. Therefore, enhancements are necessary to address this issue. 
Proposal 7: The issue of a CG overridden by another uplink grant resulting in a MAC PDU loss should be addressed by MAC.
Three alternatives are listed below.
Alternative 1. The network always schedules one retransmission for the CG. 
In this alternative, the network blindly assigns a retransmission grant for the CG once it schedules a dynamic grant on the CG resource, as well as for every case of CG/CG collisions. If overriding happens, the UE retransmits the preempted MAC PDU on the new assigned grant. If the UE skipped the CG, the retransmission will be dropped. This is the simplest approach since it is all left to NW implementation, but comes with a high overhead, considering all cases where the retransmission grant is useless and wasted.
Alternative 2. The UE sends indication to the network when overriding happens. 
For example, one MAC CE can be assembled into the overriding MAC PDU to indicate that CG has been pre-empted. When the network receives the MAC CE, it will send a retransmission grant to the UE. Or some special pre-configured DM-RS can also be attached with the overriding MAC PDU to indicate that overriding on the CG has occurred. This is the most efficient approach but requires a specific MAC or PHY design.
Alternative 3. The UE resends the overridden MAC PDU by the next available uplink grant. 
The next uplink grant can be either CG or DG. Since the HARQ ID is calculated according to the timing information of the CG, the overridden MAC PDU may be transferred to the new HARQ process buffer, if the HARQ process ID has changed. This approach cannot be left to UE implementation and must be captured in MAC; it also incurs a potentially high latency on the preempted MAC PDU.
[bookmark: _Toc4417096][bookmark: _Toc4417411]Proposal 8: RAN2 to down select one solution from alternatives 1-3 addressing CG overridden issue.
Conclusion
This contribution discusses the solutions for resources conflicts between CG and DG/CG grant. The resulting observation and proposals are as follows:
Proposal 1: RAN2 takes as working assumption that the de-prioritized transmission is fully cancelled (no partial transmission is performed in UL).
Proposal 2: From RAN2 perspective, there is no assumption that no transmission must have started before a prioritization decision can be made.
Proposal 3: If the colliding PUSCH is for a new transmission, its priority is equal to the highest priority of the LCHs multiplexed by LCP in the PUSCH, assuming this PUSCH is transmitted, (if no LCH is multiplexed, it is set to zero).
Proposal 4: If the colliding PUSCH is for a HARQ re-transmission, its priority is equal to the highest priority of the LCHs that were multiplexed in the TB to re-transmit.
Observation 1: The optimal priority-based solution comes with a high UE implementation complexity.
Proposal 5: RAN2 should consider a low-complexity prioritization rule where the CG priority is compared with a generic priority threshold.
Proposal 6: In case the priority-based rule results in equal priorities for both overlapping grants, the grant with the most restrictive channel mapping restriction (e.g. the smaller PUSCH duration or the most reliable MCS) is prioritized.
Proposal 7: The issue of a CG overridden by another uplink grant resulting in a MAC PDU loss should be addressed by MAC.
Proposal 8: RAN2 to down select one solution from alternatives 1-3 addressing CG overridden issue.
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