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1.	Introduction
One interesting characteristic of TSN traffic would be "predictability" in terms of message size and transfer periodicity, which means the network would be able to know the message size or when the data becomes available without receiving SR/BSR. In IIOT, "predictability" would encourage more efficient BSR framework in comparison with the legacy where the network knows the traffic characteristic when being informed by the UE via SR/BSR due to unpredictable traffic characteristics. In this regards, this contribution provides a possible BSR enhancement in IIOT. 
2.	Discussion 
In order to schedule predictable TSN traffic, it may not be necessary for the network to receive any BSR because the network is able to predict the message size and when the data becomes available. Therefore, it is likely that the logical channel for predictable TSN traffic does not belong to any LCG so that UE does not trigger a BSR due to this logical channel.
On the other hand, periodic TSN traffic would be usually continuous, e.g., 1 year or more, unless the related applications are stopped or deactivated. Therefore, it is important to reduce the wasted uplink resource and the device power consumption as much as possible.
Although the network can predict the message size, it doesn’t necessarily mean the network knows the accurate message size. TR 28.804 exemplifies the message size - it could be varying within a range. For instance, in motion control and C2C, the message size can be 20 to 50 bytes. In this case, it wouldn’t be desirable to allocate Configured Grant by assuming the maximum message size because UL resource allocated more than the actual message size would only be wasted for padding bits. 
Instead, it would be attractive that the network is able to reconfigure the CG resource depending on the actual message size or buffer size, or grant the additional UL resource dynamically. The final decision may depend on network situation, e.g., scheduling plan change. Accordingly, the network may want to get the buffer size information when the network needs the buffer size information for e.g., additional grant or CG reconfiguration, rather than the network receives the buffer size information when the UE triggers the BSR based on the BSR trigger event, e.g., when data becomes available. 
In this regards, allocating no LCG to a logical channel may not be a preferred solution because the UE neither trigger nor report the BSR for a logical channel which belongs to no LCG. In our view, one useful solution would be to allow the network to request a BSR, i.e., BSR poll, to the UE. In order for the UE to response to the BSR poll, the logical channel should belong to an LCG because the buffer size is reported per LCG. For this logical channel, in addition, the UE should also be prevented from triggering a BSR by UE itself in order to leave the BSR trigger totally up to network decision. 
For TSN traffic scheduling, in our view, it seems unnecessary and inefficient to trigger a BSR whenever a BSR event is met whereas we still see some benefit for the network to get the buffer size information if needed. Therefore, we propose to study how the network can control the BSR trigger more efficiently instead of relying on the BSR trigger event.
Proposal. Study BSR enhancement for predictable but varying TSN traffic.
3.	Conclusion
In this contribution, it is discussed how to schedule the TSN traffic when it is predictable but can be varying in terms of message size. In order to support this kind of TSN traffic better, i.e., using CG scheduling by not excluding additional dynamic UL grant or by properly reconfiguring the size of UL resource for CG, we propose that:
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