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1 Introduction
In [1], the work plan agreed for Study on NR Industrial Internet of Things includes:
	1) L2/L3 enhancements:

a) Data duplication and multi-connectivity enhancements, including (RAN2/RAN3):

i) Resource efficient PDCP duplication e.g. coordination between the nodes for PDCP duplication activation and resource efficiency insurance, avoiding unnecessary duplicate transmissions etc.

ii) PDCP duplication with more than 2 copies leveraging (combination of) DC and CA, whereupon data transmission takes places from at most two nodes : assessment of the gains, and if beneficial, study the associated solutions. 

iii) Potential impacts of higher layer multi-connectivity as studied by SA2.

b) UL/DL intra-UE prioritization/multiplexing, i.e. prioritization (for example dropping, delaying or puncturing lower priority service) between different categories of traffic in the UE, including both data and control channels and considering (RAN2/RAN1):

i) different latency and reliability requirements

ii) Different types of resource allocation for example grant-free and grant-based allocations

Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress.

2) Time Sensitive Networking related enhancements:

a) Accurate reference timing: Delivery & related process (e.g. SIB delivery or RRC delivery to UEs, Multiple Transmission points) (RAN2/RAN3/RAN1)

b) Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 (RAN2/RAN1). Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress.

c) Ethernet header compression (RAN2):

i) Analysis of the benefits and the scenario (e.g. what are the formats and size of Ethernet frame to be considered, are VLAN fields included, protocol termination etc.). 

ii) Definition of the requirements for a new header compression.

d) Performance evaluation of TSN requirements as captured in TR 22.804 clause 8.1 (RAN2/RAN1/RAN3)

NOTE: This task is related to TSN specific requirements, which are not evaluated as part of “Study on physical layer enhancements for NR ultra-reliable and low latency case”. It is not intended to discuss/agree additional simulation assumptions for this case. 

Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress


In this contribution, we forcus on dynamic scheduling enhancements of satisfying QoS for wireless network when using TSN traffic pattern, which is (2.b) according to the text above.
2 TSN Scheduling and Traffic Shaping
We will introduce the scheduling concept of TSN in Ethernet in this section, and then introduce the scheduling issue of TSN interworking with 5G system.
2.1 Overview of 802.1Qbv TSN scheduling
There are 8 different traffic classes in TSN. Network operator can manage the priorities of 8 traffic classes.
The main scheduling concept in TSN is Time Division Multiplexing(TDM), where time is divided into fixed length cycles. In these cycles, different time slices can be configured to different traffic classes to guaruntee the separation of high priority traffic and low priority traffic. By this concept of scheduling, TSN can guaruntee deterministic packet delays and also end-to-end latency. The guarantee of end-to-end delay is an important characteristic to support some close loop control use cases, such as Programmable Logic Controller (PLC) with industrial robots. The concept of TSN scheduling is illustrated with the fugure below, and the instance take priority 3 as the highest priority. 
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Fig 1. Time Division Multiplexing(TDM) scheduling concept of TSN

Since sending Ethernet frames in each time slice is best-effort, in some situation the complete transmission time of last frame in a time slice may overlap certain of time with the next time slice. To prevent the infringe in time slices, The TSN scheduler will interrupts the frame transmission before the start of the guard band before the next time slice. The partial frame is completed with a CRC and will be stored to wait for the remaining part of the frame to arrive in the next cycle. The concept of TSN Pre-emption is illustrated with the fugure below.
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Fig 2. Pre-emption concept of TSN
Observation 1: Due to the scheduling behavior in TSN, It’s clear that the traffic patterns of TSN are static.
3 Dynamic scheduling support for TSN traffic 
In this section, we will discuss about some scheduling issues for TSN interworking with 5G wireless network.
3.1 TSN interworking with 5G NR
As the previous section said, the traffic pattern of TSN is deterministic. Due to this characteristic, using SPS for TSN traffic may have some benefit[2]. However, even the TSN traffic is deterministic in wired network, the traffic pattern may be non-static in wireless network due to the unstable characteristic of wireless channel. In this section, we will discuss about using dynamic grant to give more support on TSN traffic.
3.2 Scenarios of dynamic scheduling support for TSN 

Here we will introduce the potential benefit of using dynamic grant for TSN traffic:
1. Considering the scenario that many TSN traffic transmit at the same time, the bursty traffic may cause a serious challenge for gNB to schedule TSN traffic while guarantee the QoS. With appropriate previous dynamic resource allocation, the impact of busrty traffic might be effectively reduced.
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Fig 3.1 periodic configuration
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Fig 3.2 Higher priority traffic pre-emption to periodic configuraton
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Fig 3.3 Dynamic grant for TSN rescheduing 
2. Because the channel condition is time-varient, SPS may be not able to provide enough air resource to satisfy TSN QoS every period. In our opinion, dynamic grant can efficiently compensate the lacked air resource.
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Fig 4. Dynamic grant for compensation of bad channels
3. In the retransmission scenario, using dynamic granted air resource rather than SPS for retransmission is more reasonable considering delay budget and the incoming packets between SPS period.
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Fig 5. Dynamic grant for retransmission
4. For the condition where channels are bad, gNB or UE may need sending duplicate packet to satisfy the reliability required by TSN. Similar to the retransmission scenario, using dynamic granted air resource to support data duplication is more efficient than using SPS. 
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Fig 6. Dynamic grant for data duplication for increasing reliability
From the season above, we believe that It’s benefitial to consider dynamic grant to support SPS for TSN traffic.

Proposal 1: RAN2 should discuss how to use dynamic grant to support TSN traffic.
4 Conclusion
In conclusion, we have the following proposal and observation:
Observation 1: Due to the scheduling behavior in TSN, It’s clear that the traffic patterns of TSN are static.

Proposal 1: RAN2 should discuss how to use dynamic grant to support TSN traffic.
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