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1	Introduction
In RAN2 AH#1807, it was discussed whether a wait timer is needed in the RRC connection release message, ‎[1], ‎[2], ‎[3].The following agreement was reached:

Agreements:
1	Wait time will not be added to RRC Release message in NR 

This agreement was made due to the fact that a wait timer is already included in the RRC reject message and most companies thought including a wait timer also in the RRC release message would be redundant.
During the discussions, however, it was pointed out that there may be requirements in SA2 specifications that requires RAN to be able to set a slice-based wait timer in the RRC release message. To clarify the requirements an LS was sent to SA2 [4] and it was decided that the above agreement could be revisited depending on the SA2 feedback.
SA2 discussed the LS in their last meeting and provided the following answer [5]:
A Wait Timer in the NR RRC release message is useful at high load to avoid released UEs to immediately retrying connection attempts. SA2 has specified the possibility for AMF to indicate in an overload start message different criteria for when the RAN is to handle overload, e.g. AMF overload or overload for specific S-NSSAIs. The AMF overload would itself benefit from a Wait Timer in the NR release message as to SA2 understanding, the RRC connection has already been established at msg5 which is the message that provides the RAN with the UE ID most significant bits which indicates which AMF the UE ID relates to. 
SA2 agreed the attached CR which clarifies that the Wait Timer is a generic timer, but SA2 assumes that the Wait Timer value can be set dependent on any information available in RAN e.g. load or slice information. 

In this contribution, we discuss the need for having a wait timer in RRC connection release and also if that wait timer needs to be slice specific.
[bookmark: _Ref178064866]2	Discussion
2.1	AMF overload control defined in TS 23.501
TS 23.501 clause 5.19.5.2 defines the following:
5.19.5.2	AMF Overload Control
… (some text omitted) …
Using the overload start procedure, the AMF can request the 5G-AN node to:
[bookmark: _Hlk525138738]a)	reject 5G-AN signaling connection (RRC Connection over 3GPP access or UE-N3IWF connection over N3GPP access) requests that are for non-emergency and non-high priority mobile originated services; or
b)	reject new 5G-AN signaling connection requests for uplink NAS signalling transmission to that AMF;
c)	release 5G-AN signalling connection where the Requested NSSAI at AS layer only includes the indicated S-NSSAI(s) in the N2 overload control message.
d)	only permit 5G-AN signaling connection requests for emergency sessions and mobile terminated services for that AMF; or
e)	only permit 5G-AN signaling connection requests for high priority sessions and mobile terminated services for that AMF;
NOTE 1:	The 5G-AN signaling connection requests listed in this clause also include the request from UE in RRC-Inactive state.
The AMF can provide percentage value that indicates how much amount of signalling traffic to be rejected in the overload start message, and the 5G-AN node may consider this value for congestion control.
When rejecting a 5G-AN signaling connection request for overload reasons (cases a and b above) the 5G-AN indicates to the UE an appropriate wait timer value that limits further 5G-AN signaling connection requests until the wait timer expires.
When releasing a 5G-AN signalling connection for the case c) above, the 5G-AN indicates to the UE an appropriate wait timer that limits further 5G-AN signalling connection requests until the wait timer expires.
… (some text omitted) …


From the text above, it is clear that a wait timer is required at least in cases a, b, and c.

[bookmark: _Toc528869718]TS 23.501 defines three cases (a,b,c) where RAN should reject or release an RRC connection with wait timer due to AMF overload
In case a, the establishment cause in the RRC connection setup request message can be used to filter the UEs that should be rejected and the network can use the generic wait timer in the RRC connection reject message to fullfil the SA2 requirement.

[bookmark: _Toc528869719]Case a can be handled using the generic wait timer in the RRC connection reject message 
For case b, the network must first determine the AMF identity to decide whether to reject a UE which means it must first receive the RRC connection setup complete message (since the AMF identity is contained in this message). Since RRC connection reject can currently only be sent in response to RRC connection setup request (i.e. when the UE is still in idle state), we must either modify the RRC connection reject procedure to also support UEs in connected state or a wait timer needs to be introduced in the RRC release message to fullfil the SA2 requirement.

[bookmark: _Toc528869720]Case b requires a generic wait timer is introduced in RRC connection release (or RRC connection reject is modified so that it be used also in connected state).
Case c is the case that triggered the LS exchange with SA2 and it is this wait timer that is referred to as the ”slice-based wait timer”. To support the requirement for this case the network needs to signal either a generic or slice specific wait timer in the reject or release message. Similar to case b, since the network slices the UE is attempting to access are not known by the network until the UE has entered connected state, we must either allow the reject message to be sent also to UEs in connected state or we introduce a wait timer in the release message. 
[bookmark: _Toc528869721]Case c requires that a generic or slice specific wait timer is introduced in RRC connection release (or in RRC connection reject if that procedure is modified so that it can be used also in connected state).
The difference between a generic and slice specific wait timer is that the generic wait timer applies to all network slices. That is, if the UE makes an access attempt for a network slice while the wait timer is running, the access attempt will still be blocked even though the network slice is not among the set of network slices which were requested or used when the wait timer was started. The generic wait timer can still be set though considering the network slices the UE is requesting/using.
[bookmark: _Toc528869722]The difference between a generic and slice specific wait timer is that the former applies to all access attempts while the latter only applies to access attempt associated with a specific set of slices.  The generic wait timer can still be set though considering the network slices the UE is requesting/using.
The generic wait timer is simpler than the slice specific wait timer. There are also a number of issues with the slice specific wait timer, for instance:
· How does the UE determine the slices associated with the wait timer? Are the network slices signalled together with the wait timer or are the network slices known implicitly, e.g. the wait timer applies to all the network slices in the Requested NSSAI?
· Is it sufficient if any of the network slices in the Requested NSSAI are overloaded or do all of them need to be overloaded in order for the connection to be rejected? The current text in 23.501 seem to assume the latter but this also means that the mechanism can be easily circumvented.
· If the UE makes a connection attempt for a network slice and gets rejected and then makes another connection attempt for a different network slice while the wait timer for the first network slice is still running and gets rejected again, is the wait timer re-started with the new value or does the UE maintain separate wait timers for the two network slices?
· How is the NAS-AS interaction done if the wait timer is slice specific? How is NAS informed of the network slices for which the wait timer is running? 
Considering the issues above and the limited time that is left of Rel-15, we propose to postpone the discussion on slice specific wait timer to Rel-16.
[bookmark: _Toc528869724]The slice specific wait timer can be studied further in Rel-16. 
Introducing a generic wait timer in the release message is not only useful for AMF overload control (specifically in case b and c above) but could also be useful for RAN overload control. Compared to wait timer in the reject message, the wait timer in the release message has a number of advantages:
· The wait timer can be used when releasing a UE in connected state to prevent the UE from immediately trying to reconnect.  Without the wait timer in the release message, the network would first need to release the UE and then reject it when it tries to reconnect, which involves unnecessary signalling.
· In case of RAN overload the network may want to selectively reject UEs (e.g. reject low priority UEs but keep the high priority ones). Unless the low priority UEs can be identified through the establishment cause, this typically requires that the network has received the UE context from the CN or at least received the RRC connection setup complete message. Since the UE is in connected state at this point, the network has to use release with wait timer if it wants to reject the low priority UE (unless the reject procedure is modified so that it can also be used in connected state). Note that releasing the UE and then rejecting the UE when it reconnects may not work since the gNB may not be able to correlate the two connections.
[bookmark: _Toc528869723]A wait timer in the RRC connection release provides more flexibility to the network in terms of performing RAN overload control.
For these reasons we propose:
[bookmark: _Toc528869725]Introduce a generic wait timer in RRC connection release (i.e. similar to the wait timer in RRC reject)
Conclusion
In the previous sections we made the following observations: 
Observation 1	TS 23.501 defines three cases (a,b,c) where RAN should reject or release an RRC connection with wait timer due to AMF overload
Observation 2	Case a can be handled using the generic wait timer in the RRC connection reject message
Observation 3	Case b requires a generic wait timer is introduced in RRC connection release (or RRC connection reject is modified so that it be used also in connected state).
Observation 4	Case c requires that a generic or slice specific wait timer is introduced in RRC connection release (or in RRC connection reject if that procedure is modified so that it can be used also in connected state).
Observation 5	The difference between a generic and slice specific wait timer is that the former applies to all access attempts while the latter only applies to access attempt associated with a specific set of slices.  The generic wait timer can still be set though considering the network slices the UE is requesting/using.
Observation 6	A wait timer in the RRC connection release provides more flexibility to the network in terms of performing RAN overload control.
Based on the discussion in the previous sections we propose the following:
Proposal 1	The slice specific wait timer can be studied further in Rel-16.
Proposal 2	Introduce a generic wait timer in RRC connection release (i.e. similar to the wait timer in RRC reject)
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