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[bookmark: _Ref528762725]Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]At 3GPP RAN#80 meeting, a new SI “Study on NR Industrial Internet of Things (IIoT)” was approved and updated in RAN#81[1]. One of the objectives is as below:
	2) Time Sensitive Networking related enhancements:
a) Accurate reference timing: Delivery & related process (e.g. SIB delivery or RRC delivery to UEs, Multiple Transmission points) (RAN2/RAN3/RAN1)



More specifically, TR22.804 [4] Section 8.1.6.1 defines the following requirements regarding the support of TSN time distribution and synchronization protocols:
	Reference number
	requirements
	Use case requirement 
reference

	Nsd.Csy.1
	The 5G system shall support the processing and transmission of IEEE1588 / Precision Time Protocol messages to allow 3rd application which use this protocol to meet the clock synchronisation performance requirement.
	Factories of the Future 4.3
PMSE 2.5
PMSE 3.6


	Nsd.Csy.2
	The 5G system shall support synchronising the time clock of UEs with external clocks through the 5G system. 

	Factories of the Future 18.8


	Nsd.Csy.3
	The 5G system shall be able to synchronise the time clock of the UEs that are distributed across different geographically deployed 5G networks. 

	Factories of the Future 18.18




And Section 8.1.6.2 further provides the synchronization performance requirements:
	clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	Synchronisation clock synchronicity requirement 
	Service area 
	Use case reference

	1
	 Up to 300 device
	< 1 µs
	≤ 100 m2
	Factories of the Future 2.4
Factories of the Future 5.3
PMSE 1.2, 
Electric Power Distribution 4.1

	2
	Up to 10 UEs
	< 10 µs
	≤ 2500 m2
	PMSE 3.1

	3
	Up 500 UEs
	< 20 µs
	≤ 2500 m2
	PMSE 2.1



In this contribution we analyze the impact of supporting IEEE1588 / Precision Time Protocol on 5GS RAN. 
Discussion
IEEE 1588 PTP overview
PTP messages, clock modes and procedure
IEEE 1588-2008, also referred to as “1588v2” is the second version, published in 2008, of a protocol originally created in 2002 and used to synchronize clocks throughout a computer network. This protocol aims at distributing a reference clock from a “Master Clock” to “Slave Clock(s)”. In a nutshell, a sequence of time-stamped messages is used to estimate the time offset and delay (transmission time) from the master to the slave as illustrated in Figure 1. There are four basic messages:
· SYNC message 
· FOLLOW_UP message
· DELAY_REQ message
· DELAY_RESP message
The time offset between clocks and travel delay are estimated according to the following equations:
t2 – t1 = Delay + Offset; t4 – t3 = Delay – Offset;
=> Delay = (t2 – t1 + t4 – t3) / 2; Offset = (t2 – t1 – t4 + t3) / 2;
[image: ]
[bookmark: _Ref528080124]Figure 1 PTP 1588v2 messages
While PTP can be run end-to-end, the IEEE1588v2 standard defines three means of reducing packets jitter error through the provision of “on-path support”.  This is implemented on devices located along the path from grand master to client.
· Boundary Clocks: recover the clock from the PTP flow, and re-generate the flow, essentially acting as masters to all the clients on the network below the boundary clock.
· End-to-end Transparent Clocks forward all messages in the PTP flow transparently, but they add a residence time to a correction field as the packet leaves the switch.
· Peer-to-peer Transparent Clocks also calculate the delay along each network link, in addition to the residence time measured through the device.  They achieve this by exchanging peer delay messages (Pdelay_req and Pdelay_resp) with the corresponding peer-to-peer transparent clock at the other end of the link, see Figure 1.
From the above, it is clear that the transparent clocks (TC) are the options calling for the most specific processing in the nodes supporting this mode, since a residence time must be computed and the PTP message must be updated accordingly. The IEEE1588v2 standard defines two operating modes for achieving this purpose:
· One step: the residence time is inserted in the same packet.
· Two-step: 
· Step 1: the 1588 packet is forwarded as is.
· Step 2: the residence time is added in a follow-up packet
Two-step is more implementation friendly and widely supported in the field. And an ingress one-step 1588 packet can be converted into two-step.
[bookmark: _Ref528768519]PTP transport and classification
PTP messages can be transported over UDP/IP (v4/v6) or Ethernet (IEEE 802.3). The latter is the favorite transport for TSN networks. 1588v2 Ethernet frames can be detected based on the following attributes:
· Ethertype = 0x88F7
· Ethernet multicast destination address of 01-1B-19-00-00-00 for all but peer delay messages.
· Peer delay messages are sent to 01-80-C2-00-00-0E
· Unicast option (Clause 16.1): detection ignores the Ethernet L2 address, and is only based on Ethertype.
RAN impact of supporting IEEE 1588 through the 5GS link
From the above, it can be observed that a UE/RAN-CN pair can act as one transparent clock node from an ingress port of the transmitter to an egress port of the receiver. This is illustrated in Figure 2 for a UE/RAN-CN “node” operating as one-step transparent clock, with an example of a message flow from the UE side of the node to the RAN/CN side of the node. At the ingress port the UE detects and time stamps (based on UE clock) the ingress 1588 frame received on the Ethernet port, attaches the time stamp and forwards the frame to the RAN/CN. Then, CN, upon delivering the 1588 frame to its egress Ethernet port computes the residence time based on its local clock and updates the correction field accordingly.


[bookmark: _Ref528760850]Figure 2 UE-RAN/CN acting as one-step transparent clock
Observation 1: Supporting the 1588v2 protocol in transparent clock mode throughout the 5GS link requires accurate time stamping of ingress and egress packets at the 5GS interfaces (UE and CN).
Similarly, the sequence of operations required at both UE and RAN/CN acting as 2-step transparent clock is illustrated in Figure 2 where step 1 and 2 are described in the upper and lower figures, respectively. No major difference with 1-step mode in terms of basic functions involved, except that the residence time computed from the 1st packet is stored to adjust the correction field in a follow-up packet, hence avoiding the burden of delaying the first packet at the egress port to update the correction time.
From the above, it is clear that both time stamps at both ends of the radio link must be consistent. This means that a very first impact on supporting the 1588v2 protocol throughout the 5GS link is that, irrespective of the clock mode (boundary, transparent clock 1-step, 2-step) UE and RAN/CN must be synchronized with a better accuracy than the accuracy requirements captured in [4] (and copied for reference in Section 1). Since for typical IIoT deployments we can assume RAN and CN are collocated, RAN-CN synchronization should be easily achieved. As a result, the synchronization challenge can be focused on OTA UE/RAN synchronization, which we address in [7].
Observation 2: Supporting the 1588v2 protocol throughout the 5GS link with performance requirements from TR22.804 requires that UE and RAN are synchronized within 1us.



[bookmark: _Ref528763491]Figure 3 UE-RAN/CN acting as two-step transparent clock
Another observation from Section 2.1.2 is that 1588v2 frames can be transported in unicast to provide synchronization to one specific remote device. The VLAN flow used to carry the user traffic between the master clock and the remote device may not be of high priority but the 1588 frames embedded in this VLAN definitely are high priority.   
Observation 3: 1588 frames must be detected/extracted from a VLAN flow to be processed with high priority, as URLLC traffic.
Then the next question is: in 5GS system, which layer or entity in the UE and CN should take care of the above PTP processing (1588 detection, time stamping, QoS mapping, residence time computation, correction field update)?
To answer this question we must take into account how 5GS is integrated in a TSN network. In the response LS [5] to SA2 on TSN requirements evaluation, RAN2 indicated that “from RAN perspective it is preferential to reuse the current QoS framework and TSN integration options allowing that (e.g. “5G as a black box”) are preferred”. This seems to also be the preferred SA2 option from [3] with solution#8 “5GS appearing as a TSN bridge (black box) for integration with TSN” which architecture is depicted in Figure 6.8-1 copied below (Figure 4).
With this architecture in mind, and considering that 1) the 1588 packets must be detected/time-stamped as close to the 5GS interface as possible, 2) it is more efficient if all above mentioned PTP functions are processed in the same layer, then locating 1588 frames processing in the TSN translators seems the right choice. In our companion contribution [6] we also suggest that the TSN translators take care of the TSN QoS (VLAN) flows mapping onto 5GS 5QI and flows. It then makes perfect sense that the TSN translator at the ingress side also detects the 1588 frames in a given flow to map them on a high priority 5GS flow (URLLC).
Based on the above observations we propose:
Proposal 1: All 1588v2 PTP functions (including packet detection and time-stamping, QoS mapping, residence time computation and storage, correction field update) should be handled at the 5GS boundary, i.e. by the TSN translators. 
Proposal 2: All that needs to be guaranteed by UE-RAN is a tight synchronization (<1us) to allow consistent time stamping on both sides of the wireless link.  



[bookmark: _Ref528827093]Figure 4: Example for system architecture view with 5GS appearing as TSN bridge [3]
Conclusion
[bookmark: _GoBack]This contribution discussed the RAN impact of supporting IEEE 1588 P2P through the 5GS link. The resulting observations and proposals are as follows:
Observation 1: Supporting the 1588v2 protocol in transparent clock mode throughout the 5GS link requires accurate time stamping of ingress and egress packets at the 5GS interfaces (UE and CN).
Observation 2: Supporting the 1588v2 protocol throughout the 5GS link with performance requirements from TR22.804 requires that UE and RAN are synchronized within 1us.
Observation 3: 1588 frames must be detected/extracted from a VLAN flow to be processed with high priority, as URLLC traffic.
Proposal 1: All 1588v2 PTP functions (including packet detection and time-stamping, QoS mapping, residence time computation and storage, correction field update) should be handled at the 5GS boundary, i.e. by the TSN translators. 
Proposal 2: All that needs to be guaranteed by UE-RAN is a tight synchronization (<1us) to allow consistent time stamping on both sides of the wireless link.  
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