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1 Introduction
One of the objectives in the study item description is [1]:

[image: image1]
The motivation of this objective is to seamlessly integrate the NR technology into the existing industrial connectivity infrastructure, such as TSN based Industrial Ethernet connectivity system. Currently, there is a significant differences between the industrial components, e.g. factory machines and robots, and regular wireless communication components, i.e. smart phones. Hence, we should figure out a way forward to enable the 5G be compatible with the existing industrial communication system and applications, e.g. Ethernet system.
Above all, it is necessary to perform the evaluation of TSN requirements identified in SA1. At the same time, there is an incoming LS S2-189051/RP-181982 from SA2 [2]. Therefore, in this contribution, the discussion is aimed to address the issue raised in LS S2-189051 from SA2.
2 Discussion
As indicated in the LS, SA2 is assessing what is the appropriate level for TSN adaptation or integration needed in 5G System and whether common time synchronisation, management, configuration and scheduling needs to be supported between the factories hosted TSN network and the 5G System. SA2 would like to ask RAN whether using the existing 3GPP defined synchronisation, prioritisation and scheduling mechanisms, potentially with some enhancements within RAN, can fulfil the performance requirements defined in clause 8.1 of TR 22.804 [3].

Before step into the detail values of performance requirements defined in clause 8.1 of TR 22.804 [3], the RAN1 discussion and preliminary conclusion on some typical use cases and the corresponding performance requirements for Rel-16 NR URLLC in RAN1#94 meeting can be firstly traced, which are from TR 22.804 for factory automation and electrical power distribution and from TS 22.186 for transport industry:

2.1 Prioritized use cases for the SID selected in RAN1
The following table of representative use cases for selection for evaluation is an example as the starting point for further discussion [4]:
	Use case
(Clause #)
	Reliability (%)
	Latency (ms)
	# of UEs
(per cell)
	Data packet size and traffic model
	Description 

	Transport Industry

(22.186: 5.5)
	[99.999]
	[5] (end to end latency)
	[30]


	DL: [TBD] byte; ftp model 3 with arrival interval [TBD] s

UL: [TBD] byte; Periodic with arrival interval [TBD] s 
	Remote driving 



	Power distribution

(22.804:5.6.4 &5.6.6)
	99.9999
	5(end to end latency)
	8
	[80] byte 

ftp model 3 with arrival interval 100ms
	Power distribution grid fault and outage management 

	
	[99.999] 
	15(end to end latency)
	8
	250 byte 

Periodic and deterministic with arrival interval 0.833 ms
	Differential protection

	Factory automation

(22.804: 5.3.2)
	99.9999
	[2](end to end latency)
	 [4, 40]
	20 byte, 50 byte
Periodic and deterministic traffic model
	Motion control

	Rel-15 enabled use case (e.g. AR/VR)
	99.999 
	[1ms] (air interface delay)
	1, 5, 10, 20
	[32, 256] bytes 

FTP model 2/3 or periodic with different arrival rates
	Companies report the combination of the requirement 


	· All the entries in the above table are subject to further discussion which can be revisited in the next meeting

· Note: The details on above the requirements can refer to R1-1809337.

· Note: 3ms ~ 10ms CN delay for differential protection (i.e. power distribution case 2) could be considered.

· Note: Rel-15 higher layer mechanisms for reliability may be applicable for achieving the reliability requirement
· Note: The reliability and latency are as defined in 22.186.  
· Note: For AR/VR, the requirement can refer to section 7.2.3 in TS 22.261. 
· Note: FFS whether the packet size is based on application layer or L2/L3. The packet size listed in the table needs to further discussed, especially depending on the outcome of whether the packet size is based on application layer or L2/L3

· Further discussion on how to map the requirements (e.g., reliability, latency, etc.) to RAN-level requirements
Agreements:

· Further discussion till next meeting regarding whether/how to evaluate the number of users, the % of users, etc., satisfying reliability and latency requirements.


We can achieve the following observations from the above use cases:
Observation 1: Based on the prioritized use cases selected in RAN1, one kind of use cases which had already enabled in R15 is to meet the requirement of 99.999% error probability in transmitting a packet of size 32-256 bytes within 1ms air interface latency. And the UE number per cell can be up to 20.
Observation 2: Based on the prioritized use cases selected in RAN1, one new target of RAN for periodic and deterministic traffic of factory automation is to meet the requirement of 99.9999% error probability in transmitting a packet of size 20-50 bytes within 2ms end-to-end latency. And the UE number per cell can be up to 40.
2.2 Performance evaluation of TSN requirements in clause 8.1 of TR 22.804
Then in clause 8.1 of TR 22.804, the performance requirements are defined for a variety of use cases. They can be classified into periodic deterministic communication, A-periodic deterministic communication, Non-deterministic communication, mixed traffic, clock synchronisation communication service and position service. Furthermore, it is demanded in the SID objective that the performance evaluation of TSN requirements as captured in TR 22.804 clause 8.1 is related to TSN specific requirements, which are not evaluated as part of “Study on physical layer enhancements for NR ultra-reliable and low latency case”.
2.2.1 Deterministic communication
The deterministic communication includes the periodic deterministic communication and a-periodic deterministic communication, which always demands low end-to-end latency, jitter and high reliability, with low UE speed, as the following table:
	Characteristic parameter (KPI)
	Influence quantity

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area

	> 99,999%
	< transfer interval
	
	200
	100 ms
	~ 500 ms
	≤ 42 m/s
	See Remark
	

	99,9999% to 99,999999%
	< transfer interval
	
	20 to 50
	0,5 ms to 2 ms
	Transfer interval
	≤ 20 m/s
	≤ 100
	

	99,9999% to 99,999999%
	< transfer interval 
	
	≤ 1 k
	≥ 4 ms
	Transfer interval
	≤ 20 m/s
	≤ 10
	

	> 99,9999% 
	< transfer interval 
	< 50% of transfer interval
	40 to 150 k
	1 to 500 ms
	Transfer interval
	≤ 14 m/s
	≤ 100
	≤ 1 km2


Table 2: Requirements of periodic deterministic communication [3]
	Characteristic parameter (KPI)
	Influence quantity

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Service bit rate: user-experienced data rate
	UE speed
	# of UEs

	99,9999%
	< 1 ms
	
	150 kbit/s to 4,61 Mbit/s
	≤14 ms/s
	

	≥ 99,9999%
	5 ms to 10 ms
	
	
	
	

	99,9999% to 99,999999%
	< 30 ms
	< 50% of end-to-end latency
	> 5 Mbit/s
	
	

	> 99,999%
	< 500 ms
	
	≥ 2 Mbit/s
	≤ 42 m/s
	See remark

	> 99,99%
	< 200 ms
	
	≥ 200 kbit/s
	≤ 42 m/s
	See remark

	> 99,9%
	< 10 ms
	
	
	
	


Table 3: Requirements of a- periodic deterministic communication [3]
As we know, in R15 NR, the requirement metric of User plane latency for URLLC is defined in TS 38.802 [5], which follows the definition in TR38.913, target value is 0.5ms one way, without reliability requirement. And the case of re-transmission is taken into consideration, but scheduling / queuing delay is not included in analytical evaluation. And as definition, this latency it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.
Meanwhile, in R15 NR, another requirement metric reliability, which targets the requirement defined by ITU, i.e., 10-5 error probability in transmitting a layer 2 PDU of 32 bytes within 1 ms and is defined as the success probability R of transmitting X bits within L seconds, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality Q (e.g., coverage-edge). It can be denoted as R (L, Q, SE), where SE is the required spectral efficiency and SE=X/L/B where B (in Hz) is the user bandwidth that is allocable to one device. And the latency bound L includes transmission latency, processing latency, retransmission latency and queuing/scheduling latency (including scheduling request and grant reception if any) [5]. Moreover, in R16 NR, as mentioned in RAN1 identified use cases, 10-6 error probability in data transmission within 2ms end-to-end latency is the most stringent reliable requirement in RAN now.

Observation 3: Based on above observations from RAN1 agreement, the most stringent target of RAN for periodic and deterministic traffic of factory automation is to meet the requirement of 99.9999% error probability in transmitting a packet of size 20-50 bytes within 2ms end-to-end latency. And the UE number per cell can be up to 40. It is difficult to ensure the reliability smaller than 99.9999% error probability, e.g. 99.99999% and 99.999999%, in delivery of a packet of size 20-50 or 1k bytes within transfer interval just depends on RAN side. 
Observation 4:  In current RAN system, there is no jitter control mechanism at all, which always depends on the control from application layer. 
Observation 5: It is possible for RAN to meet the requirement of 1ms end-to-end latency, with the target value of user plane latency is 0.5ms one way, without reliability requirement. And the case of re-transmission is taken into consideration, but scheduling / queuing delay is not included in analytical evaluation.
2.2.2 Non-deterministic communication
For non-deterministic communication service includes periodic non-real time and aperiodic non-real time traffic, which periodicities are irrelevant and are not time-critical, for example, some mobile robots and CCTV offload in train stations. And the demanded requirement metric of user experienced data rate surpasses 1Mbit/s, 10 Mbit/s and 1 Gbit/s.
Observation 6: It seems no significant challenge for RAN to meet the requirement metric of user experienced data rate surpasses 1Mbit/s and 10 Mbit/s for non-deterministic communications without stringent latency and reliability requirement. 

2.2.3 Mixed traffic
For the mixed traffic, the most challenge is the super stringent reliability requirement, which can up to 99.9999999%, although with less latency restriction, e.g. 10ms. The detailed analysis please see observations for deterministic services.
Observation 7: For the mixed traffic, the most challenge is the super stringent reliability requirement, which can up to 99.9999999%, although with less latency restriction, e.g. 10ms.
2.2.4 Clock Synchronisation communication service requirement

Clock synchronisation services are used to align otherwise independent UE clocks, which is needed in many "vertical" use cases. In this service, timing information is used to generate timestamp for control in application, while error time from fake gNB may result in false action in application. Synchronisation clock synchronicity means the maximum allowed time offset within the fully synchronised system between UE clocks, which is used as a critical KPI of clock synchronisation services. In [2], the first level target is to meet 1us Synchronisation clock synchronicity within service area of 100 m2 where the number of devices in one communication group is up to 300 devices; the second level target is to meet 10us synchronisation clock synchronicity within service area of 2500 m2 where the number of UEs in one communication group is up to 10 UEs; the third level target is to meet the 20us synchronisation clock synchronicity within service area of 2500 m2 with the number of UEs in one communication group is up to 500 UEs.
In the traditional industry time synchronization is realized by wired solution e.g.1588V2 over ethernet system, while time synchronization between UEs is realized through the gNB/eNB in current 3GPP radio access network. All the UEs are synchronized with the gNB to achieve indirect time synchronization between the UE via provision of absolute time from gNB. In LTE, the UE can perform absolute time synchronization with the eNB by receiving SIB16 which is introduced in Rel-11 and is applied for a variety of use cases such as GNSS, eMBMS, DASH and local time provisioning. And the field counts the number of UTC seconds in 10 ms units in Rel-11. Then in R15, time synchronization requirement had been added to the WID on URLLC for LTE in RAN #78, which aim was to identify and specify solutions allowing the network to provide timing information at high granularity to enable more accurate time synchronization for UEs. At last, two possible solutions, both broadcast solution (via SIB16) and unicast solution (via dedicated RRC signalling), are agreed to transmit the time reference information. And the granularity of enhanced accurate time reference is 0.25 us, as the traditional field counts the number of UTC seconds in 10 ms units. Additionally, an inaccuracy indication is agreed to be optionally sent to indicate inaccuracy range of a time reference information, which range is from 0.25 us to 1 ms. However, although the granularity of enhanced accurate time reference can be enhanced to 0.25 us, the calculation of the synchronicity accuracy also need take the possible inter-eNB accuracy and sync error caused by deterioration of the accuracy of timing information transmission over the radio interface depends the cell radius into account. Therefore, it is difficult to meet the first level requirement from RAN side which target is to meet 1us Synchronisation clock synchronicity within service area of 100 m2 where the number of devices in one communication group is up to 300 devices, while the other two levels’ requirement are possible to be met if introducing the enhanced timing information provision mechanism in LTE to NR.
Observation 8: It is difficult to meet the first level requirement of Clock Synchronisation communication service requirement defined in [2] from RAN side which target is to meet 1us Synchronisation clock synchronicity within service area of 100 m2 where the number of devices in one communication group is up to 300 devices, while the other two levels’ requirement are possible to be met if introducing the enhanced timing information provision mechanism in LTE to NR.
2.2.5 
Positioning Service Performance Requirements
The LTE system can support an positioning service with horizontal positioning accuracy better than [cm] , hence, it seems no significant changeling on the horizontal positioning accuracy better than [20 cm], [50 cm], [1 m] or [5 m]. 
Observation 9: It seems no significant challenge for RAN to meet the requirement metric of horizontal positioning accuracy defined in [2]  if introducing the positioning mechanism in LTE to NR.  
3 Conclusions
Based on above performance evaluation, the following observations can be achieved: 
Observation 1: Based on the prioritized use cases selected in RAN1, one kind of use cases which had already enabled in R15 is to meet the requirement of 99.999% error probability in transmitting a packet of size 32-256 bytes within 1ms air interface latency. And the UE number per cell can be up to 20.
Observation 2: Based on the prioritized use cases selected in RAN1, one new target of RAN for periodic and deterministic traffic of factory automation is to meet the requirement of 99.9999% error probability in transmitting a packet of size 20-50 bytes within 2ms end-to-end latency. And the UE number per cell can be up to 40.
Observation 3: Based on above observations from RAN1 agreement, the most stringent target of RAN for periodic and deterministic traffic of factory automation is to meet the requirement of 99.9999% error probability in transmitting a packet of size 20-50 bytes within 2ms end-to-end latency. And the UE number per cell can be up to 40. It is difficult to ensure the reliability smaller than 99.9999% error probability, e.g. 99.99999% and 99.999999%, in delivery of a packet of size 20-50 or 1k bytes within transfer interval just depends on RAN side. 

Observation 4:  In current RAN system, there is no jitter control mechanism at all, which always depends on the control from application layer. 
Observation 5: It is possible for RAN to meet the requirement of 1ms end-to-end latency, with the target value of user plane latency is 0.5ms one way, without reliability requirement. And the case of re-transmission is taken into consideration, but scheduling / queuing delay is not included in analytical evaluation.

Observation 6: It seems no significant challenge for RAN to meet the requirement metric of user experienced data rate surpasses 1Mbit/s and 10 Mbit/s for non-deterministic communications without stringent latency and reliability requirement. 

Observation 7: For the mixed traffic, the most challenge is the super stringent reliability requirement, which can up to 99.9999999%, although with less latency restriction, e.g. 10ms.
Observation 8: It is difficult to meet the first level requirement of Clock Synchronisation communication service requirement defined in [2] from RAN side which target is to meet 1us Synchronisation clock synchronicity within service area of 100 m2 where the number of devices in one communication group is up to 300 devices, while the other two levels’ requirement are possible to be met if introducing the enhanced timing information provision mechanism in LTE to NR.
Observation 9: It seems no significant challenge for RAN to meet the requirement metric of horizontal positioning accuracy defined in [2]  if introducing the positioning mechanism in LTE to NR.
Proposal: It is proposed to send a reply LS [7] to SA2, which is based on above observations.
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Time Sensitive Networking related enhancements:


Accurate reference timing: Delivery & related process (e.g. SIB delivery or RRC delivery to UEs, Multiple Transmission points) (RAN2/RAN3/RAN1)


Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 (RAN2/RAN1). Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress.


Ethernet header compression (RAN2):


Analysis of the benefits and the scenario (e.g. what are the formats and size of Ethernet frame to be considered, are VLAN fields included, protocol termination etc.). 


Definition of the requirements for a new header compression.


Performance evaluation of TSN requirements as captured in TR 22.804 clause 8.1 (RAN2/RAN1/RAN3)


NOTE: This task is related to TSN specific requirements, which are not evaluated as part of “Study on physical layer enhancements for NR ultra-reliable and low latency case”. It is not intended to discuss/agree additional simulation assumptions for this case. 


Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress











