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1   Introduction
According to TR 38.874 [1], both one-to-one bearer mapping and many-to-one bearer mapping between UE DRB and backhaul RLC channel are analyzed. For one-to-one bearer mapping, each UE DRB is mapped onto a separate backhaul RLC channel. For many-to-one bearer mapping, several DRBs are multiplexed onto a single backhaul RLC channel based on specific parameters such as bearer QoS profile. In this contribution, we mainly discuss the implementation details on how to support one to one and many to one bearer mapping for user plane. Then we will present a comparison of these two bearer mapping options.
2   Discussion

One-to-one bearer mapping
For one to one bearer mapping, a corresponding RLC channel is established in the backhaul link whenever a UE DRB is established in the access link. The number of established backhaul RLC channel for an intermediate IAB node is equal to or larger than the sum of established DRBs for all the UEs and downstream IAB nodes whose traffic are forwarded via this intermediate IAB node. As shown in Figure 1(a), access UE1 establishes radio bearer 1 and radio bearer 2 whereas access UE2 establishes radio bearer 1 with serving IAB node 1. Along the data path between serving IAB node 1 and donor DU, backhaul RLC channels corresponding to access UE1 and access UE2’s DRB are also established in each intermediate IAB node and donor DU. 
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Figure 1 one-to-one vs many-to-one bearer mapping
When it comes to one-to-one bearer mapping, the backhaul RLC channels corresponding to each UE’s DRB should be established in all IAB nodes along the data path. As we can see, the backhaul RLC channels to be supported by donor DU increase linearly with the number of access UE connected to all the downstream IAB nodes. It means that each IAB node has to manage a lot of RLC bearers and corresponding buffers.
From the perspective of control plane signalling, it requires the UE context as well as the logical channels’ QoS characteristics of an access UE should be visible in all IAB Nodes along the data path serving that UE. A lot of Uu/F1 signalling shall be involved to setup/modify/release the backhaul RLC bearer in all IAB nodes along the data path whenever the UE DRB configuration is setup/modified/released. 
Upon receiving the data packet of a specific UE, the intermediate IAB node may directly submitted this data packet to the backhaul RLC channel corresponding to the UE’s DRB. It might be not necessary to include the UE and or DRB identifier in the adapt layer. For example, the intermediate IAB node might be configured to identify the corresponding UE’s DRB according to LCID of backhaul RLC bearer.
For the QoS impact, the intermediate IAB node maintains the backhaul RLC bearer corresponding to each UE’s DRB separately and has visibility to all UE’s radio bearer/RLC channel, buffer status and QoS profiles, the scheduler could make fine scheduling decision. 
Many-to-one bearer mapping
For many-to-one bearer mapping, the radio bearer established for intermediate IAB node is based on QoS. The number of IAB specific bearer depends on different QoS characteristics of data traffic. The IAB node may map multiple access UE’s radio bearers with similar QoS characteristics into one backhaul RLC bearer. As shown in Figure 1(b), access UE1 establishes radio bearer 1 and radio bearer 2 whereas access UE2 establishes radio bearer 1 with serving IAB node 1. Access UE1’s radio bearer 2 and access UE2’s radio bearer 1 have similar QoS characteristics, so it is mapped to backhaul RLC channel 1. On the contrary, access UE1’s radio bearer 1 has different QoS characteristic so it is mapped to backhaul RLC channel 2.

Comparted to one-to-one bearer mapping, the IAB node only need to maintain backhaul RLC bearer with different QoS characteristics. When access UE establish a new DRB, it is likely that the intermediate IAB node along the data forwarding path has already setup a backhaul RLC bearer with similar QoS characteristics. Thus it is not necessary to establish one more new backhaul RLC bearer on the intermediate IAB node. So many-to-one bearer mapping presents good scalability with the number of hops and access UEs.
From the perspective of control plane signalling, many to one bearer mapping does not require the UE context of an access UE to be visible in all IAB Nodes along the data path. The new backhaul RLC bearer is setup only when the data traffic with new QoS characteristics appears and existing RLC bearer could not satisfy the QoS requirement. In addition, when UE’s GBR QoS flow is added or released, the QoS parameter for mapped backhaul RLC bearer might also need to be updated. Nevertheless, the backhaul RLC channel relevant control signalling overhead is relatively less than that of one-to-one bearer mapping.
For many to one bearer mapping, it requires the IAB node to map multiple bearers with similar QoS into one IAB radio bearer. The detailed QoS mapping mechanism need to be considered. To be specific, the many to one per-QoS bearer mapping could be implemented via the following two approaches: 

· Direct bearer mapping configured by donor CU: Donor CU has all the DRB and QoS relevant information of access UE, IAB node and donor DU, so it is possible for donor CU to evaluate the QoS characteristics of access UE’s traffic and configure the direct bearer mapping between access UE’s DRB and backhaul RLC channel. If no suitable backhaul RLC channel is available, the donor CU may establish new backhaul RLC channel or modify existing backhaul RLC channel for IAB node and then reconfigure the bearer mapping rule.. 
· QoS mapping performed by IAB node DU: QFI or DSCP based QoS mapping could by performed by intermediate IAB node. For example, upon receiving the data packet from downstream IAB node, IAB node derives the QoS characteristic of the inbound DRB, e.g., the QFIs associated with this DRB. Then the IAB node may submit the data packet to outbound DRB based on the QFI->DRB mapping rule. In addition to QFI, DSCP could be considered to support the QoS mapping. According to TS 38.474, the IAB node DU part could derive the DSCP of the received data packet based on the 5QI or other RAN traffic parameter. For the donor DU, it may get the DSCP from the IP header of UE data packet received from donor CU. Then the IAB node could associate the data packet with QFI using DSCP based QoS rules and then submitted the data packet to outbound DRB according to the QFI->DRB mapping. 

During the many-to-one bearer mapping, certain QoS characteristics might be lost. For example, the UE DRB specific priority, PBR, ARP, etc. might not be guaranteed. Thus the scheduling might be impacted in terms of precise QoS control. 
Comparison of one to one and many to one bearer mapping
Based on the one-to-one and many-to-one bearer mapping analysis in Section 2.1 and 2.1, the comparison of these two bearer mapping options are summarized in Table 1. 
Table 1 Comparison of one-to-one and many-to-one bearer mapping

	Metrics
	One-to-one bearer mapping
	Many-to-one bearer mapping

	Number of BH bearers
	High, equal to or larger than the sum of established DRBs for all the downstream UEs and IAB nodes.
	Low, only related with different QoS characteristics of data traffic.

	Scalability of bearer management
	Poor scalability
	Good scalability

	Control plane overhead
	High
	Medium

	User plane overhead
	Relatively low
	Relatively high

	Bearer mapping mechanism
	Simple
	New QoS mapping mechanism need to be defined

	QoS impact
	Fine granularity and precise QoS control
	Coarse granularity QoS control


As we can see, there is a trade-off between the scalability of backhaul bearer management and QoS control granularity for bearer mapping. Many-to-one bearer mapping scales well with the number of hops level and access UEs. However, coarse granularity QoS control is supported due to the loss of certain UE DRB specific QoS characteristics. One-to-one bearer mapping might requires higher control plane overhead while lower user plane overhead. 
It should be noted that in this paper architecture group 1 is used as an example for the illustration of bearer mapping.  However, the concept of one to one and many to one bearer mapping could also be used for architecture group 2. And the above analysis applies to both architecture groups. 
Finally, it is suggested to capture the above one-to-one and many-to-one bearer mapping comparison into the TR 38.874. Since it is the last two meetings for the IAB SI, it is suggested to down select one of the bearer mapping options. 
Proposal 1: It is suggested to capture the above one-to-one and many-to-one bearer mapping comparison into the TR 38.874.
3   Conclusion
In this contribution, we mainly discussed the implementation details on how to support one to one and many to one bearer mapping for user plane. Then we presented a comparison of these two bearer mapping options. And we have the following observations and proposals:
Proposal 1: It is suggested to capture the above one-to-one and many-to-one bearer mapping comparison into the TR 38.874.
4   Reference
 [1] TS 38.474.

5   Appendix

Text proposal for TR 38.874

<<TP start>>
8.2.4.1
UE-bearer-to-BH-RLC-Channel mapping

An IAB node needs to multiplex the UE DRBs to the BH RLC-Channel. The following two options can be considered on bearer mapping in IAB node.
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Figure 8.2.4.1-1 example of one-to-one mapping between UE DRB and BH RLC-Channel

Option 1. One-to-one mapping between UE DRB and BH RLC-channel
In this option, each UE DRB is mapped onto a separate BH RLC-channel. Further, each BH RLC-channel is mapped onto a separate BH RLC-channel on the next hop. The number of established BH RLC-channels is equal to the number of established UE DRBs. 

Identifiers (e.g. for the UE and/or DRB) may be required (e.g. if multiple BH RLC-channels are multiplexed into a single BH logical channel). Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option, and the details are FFS.
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Figure 8.2.4.1-2 example of many-to-one mapping between UE DRBs and BH RLC-channel

Option 2. Many-to-one mapping between UE DRBs and BH RLC-channel
For the many-to-one mapping, several UE DRBs are multiplexed onto a single BH RLC-channel based on specific parameters such as bearer QoS profile. Other information such as hop-count could also be configured. The IAB node can multiplex UE DRBs into a single BH RLC-channel even if they belong to different UEs. Furthermore, a packet from one BH RLC-channel may be mapped onto a different BH RLC-channel on the next hop (details of IAB L2 structure for bearer multiplexing are given in section 8.2.5). All traffic mapped to a single BH RLC-channel receive the same QoS treatment on the air interface.
Since the BH RLC-channel multiplexes data from/to multiple bearers, and possibly even different UEs, each data block transmitted in the BH RLC-channel needs to contain an identifier of the UE, DRB, and/or IAB node it is associated with. Which exact identifiers are needed, and which of these identifier(s) are placed within the adaptation layer header depends on the architecture/protocol option, and the details are FFS.

The comparisons of these two bearer mapping options are summarized in Table 8.2.4.1-1. 

Table 8.2.4.1-1 Comparison of one-to-one and many-to-one bearer mapping

	Metrics
	One-to-one bearer mapping
	Many-to-one bearer mapping

	Number of BH bearers
	High, equal to or larger than the sum of established DRBs for all the downstream UEs and IAB nodes.
	Low, only related with different QoS characteristics of data traffic.

	Scalability of bearer management
	Poor scalability
	Good scalability

	Control plane overhead
	High
	Medium

	User plane overhead
	Relatively low
	Relatively high

	Bearer mapping mechanism
	Simple
	New QoS mapping mechanism need to be defined

	QoS impact
	Fine granularity and precise QoS control
	Coarse granularity QoS control


There is a trade-off between the scalability of backhaul bearer management and QoS control granularity for bearer mapping. Many-to-one bearer mapping scales well with the number of hops level and access UEs. However, coarse granularity QoS control is supported due to the loss of certain UE DRB specific QoS characteristics. One-to-one bearer mapping might requires higher control plane overhead while lower user plane overhead. 

It should be noted that the concept of one to one and many to one bearer mapping could be used for both architecture group 1 and architecture group 2. The above comparisons apply to both architecture groups. 
<<TP end>>
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