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1	Introduction
During RAN2 NR Ad hoc#1801, it was agreed to set no limits on the number of hops for IAB networks. Hence, an access UE and/or MT of an IAB node will be connected to Donor DU via an arbitrary number of intermediate links/hops depending on network design. This salient feature of IAB networks leads to several new open issues to address including an efficient uplink scheduling process. 
The purpose of this contribution is to study how existing uplink scheduling framework for NR can be implemented for IAB networks and propose modifications for preventing flow control and reducing end-to-end latency.   
2	Background 
In NR, Buffer Status Reports (BSRs) are used for requesting UL-SCH resources when a UE needs to send new data. Essentially, there are 8 buffers in MAC entity of a UE, each one can store data/traffic for a group of logical channels (called Logical Channel Group (LCG)) depending on the mapping configuration. The mapping of a logical channel to an LCG is done at the time when the logical channel is setup by gNB, which may be based on QoS profile of the channel. Responding to BSR, the network (gNB) may grant UL radio resources to the UE for transmitting the queued data. The radio resource granted to the UE may be used to transmit data from one or more logical channels depending on the priorities of the logical channels. 
There are three types of BSR: Regular BSR, Periodic BSR, and Padding BSR, each one has different triggering conditions. A BSR is triggered if any of the following events occur [1]:
-	Regular BSR: the MAC entity has new UL data available for a logical channel which belongs to an LCG; and either
-	the new UL data belongs to a logical channel with higher priority than the priority of any logical channel containing available UL data which belong to any LCG; or
-	none of the logical channels which belong to an LCG contains any available UL data.
-	Padding BSR: UL resources are allocated, and number of padding bits is equal to or larger than the size of the BSR MAC CE plus its sub-header
-	Periodic BSR: triggered periodically based on a timer called periodicBSR-Timer.
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Figure 1 Direct application of UL scheduling procedure of NR for IAB network
In IAB networks, the UE data will be stored and forwarded by the intermediate nodes before reaching to the Donor. The intermediate nodes will send BSR to their parent node as well as receive BSR from child IAB nodes and UEs, hence coordination between the two modules of the IAB node (i.e. DU and MT)  node may be needed to avoid congestion (e.g. when the link to a child IAB node is experiencing excellent radio conditions while the link to a parent node is not) and ensure the QoS and end-to-end latency requirements of bearers. 
This is illustrated in Figure 1, which shows a straightforward extension of existing BSR procedure for NR to IAB networks, where the DU part and the MT part of the IAB node do not have co-ordination for UL flow control purpose. A BSR is triggered by IAB3 when a new upstream data arrives in the MAC entity of its MT part, and similar behavior is followed by the other IAB nodes in the uplink direction. Since here it is assumed that the two modules of an IAB node are independent, there is a risk that IAB DU may grant more radio resources on its uplink compared to the number of radio resources granted to the collocated MT on the upstream link due to varying radio conditions. This can result in buffer buildup and possibly packet drops if the disparity between the two links persists. Besides, this cascade of scheduling requests and grants on each hop may increase the end-to-end latency to a level not acceptable for certain bearers. Note that BSR reports can be sent only if data is already being transmitted on the link, which will probably the case on the links between the IAB nodes as they aggregate data of several UEs. If that is not the case, a scheduling request must be sent before a BSR can be sent, leading to even longer end to end latency. 
[bookmark: _Toc525858868]The direct application of NR uplink scheduling framework is not sufficient in IAB networks with multiple hops, and as such enhancements may be needed.
[bookmark: _Toc525858869][bookmark: _Toc525490686][bookmark: _Toc525490687][bookmark: _Toc525489811][bookmark: _Toc525490688]The enhancement of uplink scheduling for multi-hop IAB networks should be studied in the context of flow control, signaling overhead, QoS and end-to-end latency requirements. 
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The uplink scheduling framework can be modified/enhanced in several possible ways, some examples of which where there is some level of co-ordination between the DU and MT parts of the IAB node are shown in Figure 2-4. Figure 2 shows an extreme approach where an IAB node grants radio resources to a child node only when it receives resources from its parent node. Hence, there will be no uplink buffer overflow problem. However, end-to-end latency is likely to increase. On top of that, there is no guarantee that the grants provided in the next hop have not expired by the time the data arrives at a given IAB node (e.g. UL resource granted in message UL Grant 1 by the time data arrives at IAB1). 
The approaches depicted in Figures 3 and 4 aim at reducing the end-to-end latency and uplink buffer overflow issues. In Figure 3, the IAB node, upon getting a BSR from a child node or a UE will send a BSR to the parent node but does not wait to get the grant from the parent before granting the child node/UE UL resources. In Figure 4, the grant to the child node/UE is provided immediately after the BSR is sent to a parent node. 
Figure 2 can be realized with the MT employing rel-15 BSR reporting mechanisms discussed earlier, while Figures 3 and 4 require changes in the MT’s behavior as compared to a normal UE as a BSR is being sent before actual data arrival at the MT’s buffer.
[bookmark: _Toc525490691][bookmark: _Toc525858870]To avoid uplink flow congestion problem, the two modules of an IAB node need to coordinate (e.g. the MT part could initiate scheduling request based on data anticipated to arrive at the DU part). 
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Figure 3 Enhanced UL scheduling framework aimed at reducing E2E latency and solving buffer overflow for IAB network

[image: C:\Users\ezmuhaj\Downloads\New3.jpg]Figure 4 Enhanced UL scheduling framework aimed at reducing E2E latency and solving buffer overflow for IAB network
[bookmark: _Toc525490693][bookmark: _Toc524107896][bookmark: _Toc524108179][bookmark: _Toc525489820][bookmark: _Toc525810034][bookmark: _Toc525832409][bookmark: _Toc525858876]The BSR reporting framework for the MT part of the IAB node to be enhanced as compared to a rel-15 UE, by including the possibility to send a BSR even before data actually becomes available at the MT buffer.
4 	Conclusion
The following observation is made:
Observation 1	The direct application of NR uplink scheduling framework is not sufficient in IAB networks with multiple hops, and as such enhancements may be needed.
Observation 2	The enhancement of uplink scheduling for multi-hop IAB networks should be studied in the context of flow control, signaling overhead, QoS and end-to-end latency requirements.
Observation 3	To avoid uplink flow congestion problem, the two modules of an IAB node need to coordinate (e.g. the MT part could initiate scheduling request based on data anticipated to arrive at the DU part).

Leading to the following proposal:
Proposal 1	The BSR reporting framework for the MT part of the IAB node to be enhanced as compared to a rel-15 UE, by including the possibility to send a BSR even before data actually becomes available at the MT buffer.
 Based on this proposal, we provided a TP to TR 38.874 in Section 6. 
5	Reference
[bookmark: _In-sequence_SDU_delivery][1] TS 38.321, NR Medium Access Control (MAC) protocol specification.
6	Text Proposal to TR 38.874
[bookmark: _Toc525213637]8.2.6	Flow control and congestion handling
In the multi-hop backhaul, congestion may occur on intermediate IAB nodes.
[bookmark: _GoBack]On the uplink, an intermediate IAB node acts as a gNB-DU to child IAB nodes and can control the amount of uplink data from child IAB nodes and UEs by adjusting the UL grants, i.e. the current transmission/scheduling mechanisms control uplink data rate to an IAB node. This mechanism allows mitigating congestion at the intermediate IAB node. It is FFS if an additional flow control mechanism is needed to handle uplink data congestion. In addition, to ensure that E2E latency remains within limits of bearers QoS profile, the BSR reporting framework for the MT part of the IAB node may need to be enhanced as compared to a rel-15 UE, by including the possibility to send a BSR even before uplink data becomes available at the MT buffer. For this, the two modules of the IAB-node may need to coordinate. Details of this are FFS.
On the downlink, the IAB-node’s link capacity to a child IAB node or a UE may be smaller than the link capacity of a backhaul link from the parent IAB node. The DU side of the parent IAB node may not know the downlink buffer status of the IAB node. As a result, the ingress data rate scheduled by the parent IAB-node’s DU may be larger than the egress data rate the IAB-node’s DU can schedule to its child IAB-nodes and UEs, which may result in downlink data congestion and packet discard at the intermediate IAB node. Discarding of packets at intermediate IAB nodes may have negative consequences (e.g. may lead to TCP slow start for impacted UE flows). 
End-to-end flow control (e.g. flow control via F1-U or F1*-U) could help to address packet discard at the intermediate IAB nodes due to the downlink data congestion problem to some extent by providing a downlink delivery status from the UE’s access IAB node DU in hop-by-hop ARQ to the IAB donor CU. End-to-end ARQ similarly can address packet discard by intermediate IAB nodes due to downlink data congestion. However, these mechanisms may be slow to react to local congestion problems in intermediate IAB nodes as they do not provide information to pin point at which link/node the congestion is occurring. Thus, hop-by-hop flow control may also be required together with end-to-end congestion handling. The details regarding end-to-end and hop-by-hop congestion handling mechanisms, and any interaction between them, if any, are FFS.
The congested IAB node may provide feedback information to the parent IAB node or the IAB donor. Based on this feedback, the parent IAB node or IAB donor may perform flow control and alleviate downlink data congestion. 
The flow control feedback may include the following information: 
· IAB node buffer load (FFS on the exact format and content)
· IAB node ID, where the congestion has occurred (FFS implicitly or explicitly)
· Potentially other information
The granularity of the feedback information is FFS, e.g. per UE radio bearer, per RLC-channel, per backhaul link.
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