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[bookmark: OLE_LINK27][bookmark: OLE_LINK28]Introduction
RAN2 had the agreement that “For EN-DC, MeNB assigns DRB ID”. However, it isn’t decided how to assign DRB ID and decide bearer type for the MR-DC with 5GC. In this paper, we discuss the DRB ID and DRB type configuration for MR-DC with 5GC, i.e., NG EN-DC and NE DC. 
Discussion
The protocol architectures for MR-DC with 5GC from UE perspective and network side are shown in Figure 1 and Figure 2 respectively. With 5GC, MN decides which QoS flows are assigned to the SDAP entity in the SN, and the MN or SN node that hosts the SDAP entity for a given QoS flow decides how to map the QoS flow to DRBs. MN and SN have signalling exchange on the MCG/SCG resources allocation for split bearer, MN terminated SCG bearer, and SN terminated MCG bearer. [1]


[bookmark: _Ref516746364]Figure 1 Radio Protocol Architecture for MCG, SCG and split bearers from a UE perspective in MR-DC with 5GC (NGEN-DC, NE-DC).


[bookmark: _Ref516746367]Figure 2 Network side protocol termination options for MCG, SCG and split bearers in MR-DC with 5GC (NGEN-DC, NE-DC).
Based on the protocol architecture, DRB on SCG should be decided by SCG ultimately. There are 3 alternatives listed in [2] and [3].
Alt1: MN informs the DRB ID space for SN and SN allocates DRB ID in SN.
Alt2: MN allocates each DRB ID based on signalling exchange between MN and SN (SN request and MN decides).
Alt3: MN informs the used DRB IDs in MN side and SN allocates the remaining DRB IDs to DRB in SN.
[2] and [3] provides some analysis on above alternatives. We try to clarify the possible working mechanism of alt1 to help to make the decision. The advantages of alt1: 1) simple and 2) low signalling exchange between the two nodes. The possible disadvantages of alt1 are: 1) low usage efficiency of DRB IDs and 2) when MN wants to change (extend or reduce) the usable DRB IDs in MN, it is possible to impact the configured DRBs in SN side.
In Figure 3, we show the possible working mechanism of alt1. Although it is NW implementation and no impact on specification, we can analyse the advantages and disadvantages of alt1 based on it.


[bookmark: _Ref516756054]Figure 3  The example of working mechanism of Alt1
The details in Figure 3 are described below.
Initiation stage (a):
1) MN estimates necessary DRB IDs for MN and then deduces the usable DRB IDs for SN. MN can split the two DRB ID spaces in consecutive indices. That is, DRB ID space for MN is (DRB1, DRB2, …, DRBx), and DRB ID space for SN is (DRBx+1, DRBx+2, …, DRBmax).
2) MN informs DRB ID space for SN to SN.
3) SN allocates SN DRB ID by itself. SN can allocate the DRB IDs in inverted index to minimize the impact of DRB ID space adjustment.
When MN wants to adjust the DRB ID spaces, it can reconfigure the DRB ID spaces for the two nodes.
Adjustment stage (b):
1) MN re-estimates necessary DRB IDs for MN and gets the DRB ID space for SN. When MN extends or reduces the DRB ID space for MN, the DRB indices in the DRB ID space are consecutive, so the DRB ID space for SN.
2) MN informs the adjusted DRB ID space for SN to SN.
3’) SN should reconfigure the DRBs with the DRB ID out of the newest DRB ID space. If SN allocates the DRB IDs in inverted index before the DRB ID space adjustment, the possibility of DRB reconfiguration shall be minimized.
3) SN allocates SN DRB ID by itself. 

Figure 3 is an example. We can see the smart network can use the DRB IDs efficiently and minimize the impact of DRB ID space adjustment between MN and SN with alt1.  The comparison of the 3 alternatives is shown in Table 1.
[bookmark: _Ref516759128]Table 1  The comparison of 3 Alternatives
	
	Complexity
	Signalling overhead
	Usage efficiency of DRB IDs
	Impact of the adjustment of DRB ID space

	Alt1: MN informs SN DRB ID space
	Low
	Low
	High with smart NW implementation
	Minimized with smart NW implementation

	Alt2: MN allocates DRB ID for SN
	High (MN and SN need to coordinate DRB ID for each DRB establishment )
	High (two-ways signalling for each DRB in SN: SN requests and MN responds)
	High
	No impact

	Alt3: MN informs allocated DRB ID
	Medium (When MN establish/ release a DRB, it should inform SN )
	Medium (one way signalling for each DRB in MN)
	High with smart NW implementation
	Minimized with smart NW implementation


According to the comparison, we prefer alt1 because it is simple and shows no obvious shortage.
Proposal 1: MN informs the DRB ID space for SN and SN allocates DRB ID in SN.
Another issue is how to decide the bearer type in SN side.
We have two alternatives: 1) MN decides SCG bearer or split bearer for SN; 2) SN decides SCG bearer or split bearer by itself.
As mentioned above, the MN or SN node that hosts the SDAP entity for a given QoS flow decides how to map the QoS flow to DRBs with 5GC [1]. Then MN cannot judge the bearer type in SN when it assigns QoS flows to the SDAP entity in the SN. It is more reasonable for SN to decide the bearer type in SN side.
Meanwhile, MN provides QoS related information to enable the SN to configure appropriate SCG resources and to request the configuration of appropriate MCG resource [1]. SN should consider the QoS information from MN when decides the bearer type.
Proposal 2: Bearer type in SN side should be decided by SN itself within the framework provided by MN.

Conclusion 
In this paper, we discuss the DRB ID allocation and bearer type decision for NG EN-DC and NE-DC. Then we get below proposals.
Proposal 1: MN informs the DRB ID space for SN and SN allocates DRB ID in SN.
Proposal 2: Bearer type in SN side should be decided by SN itself within the framework provided by MN.
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