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Introduction
As part of the Study Item on Integrated Access and Backhaul for NR [1], 3GPP has agreed to identify and evaluate potential solutions various requirements and aspects associated with the efficient operation of integrated access and wireless backhaul for NR [1]. To this end, RAN3 has been discussing various L2 and L3 relaying architectures for IAB [2]. Each architecture has corresponding user plane protocol stack design impacts that affect RAN2 work. 
In this contribution we focus on the architecture of the RLC layer in an IAB network. Specifically, we discuss issues related to the RLC ARQ design in an IAB network, and compare end-to-end vs. hop-by-hop RLC ARQ and other variations. Based on the analysis we offer some observations and proposals.

RLC Designs
For the sake of the current discussion we assume an architecture 1a [2] based design for L2 relaying. As shown in the text proposal for TR 38.874 in [3], there are different user plane protocol stack variations being discussed for L2 relaying with adaptation layer for architecture 1a. We focus on two flavors:
1. End-to-end RLC ARQ - RLC layer is split into two parts, with RLC ARQ performed end-to-end between the UE and IAB-donor node, and RLC segmentation is performed on a hop-by-hop basis. An example protocol stack to illustrate this is a shown below:
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Figure 1: Example protocol stack with end-to-end RLC ARQ
2. Hop-by-hop RLC ARQ - Full RLC layer is deployed at all IAB nodes including the donor. This means that the RLC ARQ and RLC segmentation operations are performed on a hop-by-hop basis. A couple of example protocol stack variations for such a design is shown below depending upon the location of the adaptation layer:
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Figure 2: Example protocol stacks with hop-by-hop RLC ARQ
Other more complicated layered ARQ based designs for the RLC layer are possible beyond the two designs described above, such as some designs described in [4] and [5]. Such approaches typically incorporate ARQ functionality at the relay nodes as well as donor nodes to form two-layered ARQ schemes. However, in general such designs are more complicated compared to above two approaches, and may cause significant impact to the existing RLC specifications if standardized, so we do not consider them as viable candidates in this discussion.
End-to-end vs. Hop-by-hop RLC ARQ
Data Flows
Figure 3 below illustrates a simplified example downlink data flow for end-to-end RLC ARQ based IAB architecture. Since the RLC ARQ is performed between the IAB-donor DU and the UE nodes, the intermediate IAB nodes simply relay the RLC PDUs forward to the UE and the ACK/NACKs back to the IAB-donor node. Also, note that in case of a NACK on any one of the relay hops, the NACKed PDU has to be retransmitted over all relay hops. This is inefficient as the NACKed PDUs are unnecessarily retransmitted over hops that had already successfully transmitted the PDUs. The same applies to ACK/NACKs from the receiver to the transmitter. 
Observation 1: End-to-end RLC ARQ requires NACKed RLC PDUs to be retransmitted across all relay hops causing inefficiency. 
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Figure 3: End-to-end RLC ARQ
Second observation we can make from the data flow diagram for end-to-end RLC ARQ is that, in order for the transmitter to mark a packet as being successfully received, not only does the PDU need to be successfully transmitted across all relay hops, but the RLC STATUS PDUs providing ACK/NACKs also need to successfully traverse all relay hops on the way back from the receiver to the transmitter. If any RLC STATUS PDUs are lost during the process, it could unnecessarily trigger retransmissions of some PDUs across all relay hops. This further adds to the inefficiency of this design.
Observation 2: For end-to-end RLC ARQ, since RLC STATUS PDUs need to traverse all relay hops from the receiver back to the transmitter, when an RLC STATUS PDU is lost on any single relay hop it could unnecessarily trigger some RLC PDUs to be retransmitted across all relay hops, further adding to the inefficiency. 
Figure 4 below illustrates a simplified example downlink data flow for a hop-by-hop RLC ARQ based IAB architecture. For this design, NACKed PDUs are retransmitted only on the hops for which they were NACKed. This is much more efficient compared to end-to-end RLC ARQ, especially for in-band IAB systems that share the same bandwidth between access and backhaul links. 
Observation 3: For hop-by-hop RLC ARQ, since NACKed PDUs are retransmitted only on the hops for which they were NACKed, hop-by-hop RLC ARQ is much more efficient compared to end-to-end RLC ARQ, especially for in-band IAB systems that share the same bandwidth between access and backhaul links. 
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Figure 4: Hop-by-hop RLC ARQ

Modeling Results
In this section, we present simulation results from different sources comparing the performance of end-to-end vs. hop-by-hop RLC ARQ. 
Packet Delay
Figures 5 and 6 show packet delay or packet service time results for end-to-end and hop-by-hop ARQ for a multi-hop relay network from a couple of different sources ([5][6][7]). As shown in these results, the end-to-end ARQ-based systems provide the poorest packet latency statistics. Even at best, the end-to-end case is never better than the hop-by-hop case. Furthermore, in all the different ARQ design variations that were being investigated in these results, the hop-by-hop ARQ schemes provided some of the best delay performance results.
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	Figure 5: Packet delay results for end-to-end vs. hop-by-hop ARQ
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Figure 6: Packet delay vs. throughput results for end-to-end vs. hop-by-hop ARQ
Observation 4: Hop-by-hop RLC ARQ may provide better delay performance compared to end-to-end RLC ARQ.
Packet Throughput
Figures 6 and 7 show packet throughput results for end-to-end and hop-by-hop ARQ for a multi-hop relay network from [5]. As shown, the hop-by-hop ARQ schemes tend to provide superior throughput performance compared to end-to-end ARQ schemes in a multi-hop relay network. Even at best, the end-to-end ARQ schemes never perform better than the hop-by-hop ARQ schemes.
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Figure 7: Packet throughput results for end-to-end vs. hop-by-hop ARQ
Observation 5: Hop-by-hop RLC ARQ may provide better throughput performance compared to end-to-end RLC ARQ. 
Packet Drop and Loss Probability
Since retransmissions and ACK/NACKs traverse the longest path in end-to-end ARQ schemes, when operating in multi-hop networks under congested conditions, the end-to-end schemes tend to experience the highest packet drop and loss probabilities. This is show in results from [7] in Figure 8. 
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Figure 8: Packet drop and loss probability for end-to-end vs. hop-by-hop ARQ
Observation 6: Hop-by-hop RLC ARQ may provide lower packet drop and loss compared to end-to-end RLC ARQ.
Additional Considerations
In this section we provide some additional considerations regarding end-to-end vs. hop-by-hop RLC ARQ. 
Specification impact
It is expected that specification of both end-to-end RLC ARQ and hop-by-hop RLC ARQ for IAB may require some specification changes as follows:
· End-to-end RLC ARQ may require extension of SN space at RLC to accommodate longer RTT for multi-hop relay cases.
· End-to-end RLC ARQ may require evaluation of the need to increase range of PDCP reordering timer 
· End-to-end RLC ARQ may affect Radio Link Monitoring related specification due to end-to-end RLC traversing multiple hops.
· End-to-end RLC ARQ may require evaluation of the need for additional RLC protocol changes to alleviate impact of lost RLC STATUS PDUs across multiple hops.
· End-to-end RLC ARQ prevents bringing IP connectivity to IAB nodes requiring additional specification work to make the IAB node accessible from network nodes. 
Overall, it seems that at this time end-to-end RLC ARQ may require greater specification work compared to hop-by-hop RLC ARQ.
Observation 7: End-to-end RLC ARQ may have a greater specification impact compared to hop-by-hop RLC ARQ.
Operational Impact
End-to-end RLC ARQ based architecture requires the donor DU and relay DU to separately host the RLC ARQ and RLC segmentation parts respectively. This violates the CU-DU split-based architecture principles where the DU hosts the full RLC functionality. So, if at a later point in time a fibre link is available at the IAB node and there is a desire to convert the IAB node to an IAB donor, the RLC functionality would need to be upgraded along with any other updates that may be needed to accommodate this change. This may require greater level of operational testing and costs when performing such a change in an already deployed network. 
Additionally, end-to-end RLC ARQ has other operational impacts in an IAB network. This solution eliminates the possibility of bringing IP connectivity to the IAB node, requiring solutions to be developed for OAM connectivity. This may have additional operational impact. 
Observation 8: End-to-end RLC ARQ may have greater operational impact in a network compared to hop-by-hop RLC ARQ.

Conclusion
In this contribution, we discussed issues related to the RLC ARQ design in an IAB network, and compared end-to-end vs. hop-by-hop RLC ARQ, including simulation results and analysis. The following observations were made:
Observation 1: End-to-end RLC ARQ requires NACKed RLC PDUs to be retransmitted across all relay hops causing inefficiency. 
Observation 2: For end-to-end RLC ARQ, since RLC STATUS PDUs need to traverse all relay hops from the receiver back to the transmitter, when an RLC STATUS PDU is lost on any single relay hop it could unnecessarily trigger some RLC PDUs to be retransmitted across all relay hops, further adding to the inefficiency. 
Observation 3: For hop-by-hop RLC ARQ, since NACKed PDUs are retransmitted only on the hops for which they were NACKed, hop-by-hop RLC ARQ is much more efficient compared to end-to-end RLC ARQ, especially for in-band IAB systems that share the same bandwidth between access and backhaul links. 
Observation 4: Hop-by-hop RLC ARQ may provide better delay performance compared to end-to-end RLC ARQ. 
[bookmark: _GoBack]Observation 5: Hop-by-hop RLC ARQ may provide better throughput performance compared to end-to-end RLC ARQ 
Observation 6: Hop-by-hop RLC ARQ may provide lower packet drop and loss compared to end-to-end RLC ARQ.
Observation 7: End-to-end RLC ARQ may have a greater specification impact compared to hop-by-hop RLC ARQ.
Observation 8: End-to-end RLC ARQ may have greater operational impact in a network compared to hop-by-hop RLC ARQ.
Based on the above observations, the following proposal is made:
Proposal 1: RAN2 should capture above observations in TR 38.874.
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