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1 Introduction
A new study item on ‘Integrated Access and Backhaul for NR was approved in RAN#75 [1]. And it was agreed in last RAN2 meeting [2]:

	2:Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links


In this contribution, some considerations on IAB topologies and topology management are discussed.
2 Topology Type
Several different topologies have been proposed for an IAB network, which can be summarized into three main types as follows:

-
Tree based hierarchical topology;

-
Arbitrary mesh based topology.
-
Directed acyclic graph based topology;

As shown in the Figure 1, a tree defines a hierarchical topology where each IAB node has only one parent /upstream node. The upstream relay node can either be the donor gNB or another IAB relay node. This parent-child relationship is naturally indicated as a directed graph in Figure 1. Another way to understand this directivity is that it corresponds to the downlink direction of data flow from the DgNB towards UEs at the edge (the UL direction would be directed from child IAB node towards its parent node). 
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Figure 1. Tree-based hierarchical topology
In the tree topology, there is only one route for data transmission between the DgNB and any IAB relay node in the tree. As indicated in [3] an important consideration for IAB is how to map traffic flows between Uu and one or more Un interfaces, and how to guarantee the QoS for different traffic flows between DgNB and UE. A tree topology provides for a straight forward solution to this routing problem, since there is only one route that a flow can take. Hence, a Uu radio bearer can simply be mapped by the IAB node serving the UE to a Un radio bearer with corresponding QoS support. Similarly this Un bearer may map to another Un bearer with the corresponding QoS support, an so on, as the traffic flow traverses the tree structure until it reaches the DgNB. Un bearers may aggregate traffic with similar QoS requirements from nodes lower in the tree hierarchy.

On the other hand, the tree topology suffers from a significant weakness, especially when considering operation at higher frequencies, such as millimeter wave frequencies. It is well known at that these higher frequencies the radio link may be subject to disruption due to signal blockage. Because of this the tree topology is not robust, and is vulnerable to such radio link disruptions. The higher up within the tree hierarchy a link is blocked, the worse the impact is likely to be, since the traffic flows to the corresponding child node and all its decedents would be disrupted. Thus the same lack of path diversity that simplifies the routing problem for the tree topology, results in a lack of robustness to radio link failures and blockages. And according to the agreement of RAN2, the robustness is required even with fixed RNs.
Observation 1: A tree based topology would simplifies the routing problem in IAB, but would suffer from a lack of robustness to radio link failures and blockages.
It is tempting to address this robustness issue by adopting an arbitrary mesh topology as illustrated in Figure 2. Here if a link fails due to an RLF or link blockage, traffic can be routed towards the destination via another neighbouring node, even if this means retracing part of all of the path the traffic had previously traversed. Typically this would be achieved by using a packet by packet routing protocol such as IP. However, there would be significant penalties to be paid for this robustness to link failures. These penalties include additional overhead of packet headers, significantly more processing at each IAB node, which would result in added latency, potentially higher buffer requirements, and no easy way to guarantee the QoS of different flows. Furthermore, if link failures/blockages occur intermittently, and the topology of the IAB network remains relatively stable between these failure events, then the added complexity of an arbitrary mesh topology seems hard to justify.
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Figure 2. Arbitrary mesh based topology
Observation 2: An arbitrary mesh topology would provide maximum robustness to radio link failures and blockages, but this would be at the price of significant complexity and other performance penalties.
Finally, we may consider an IAB topology based on directed acyclic graphs (DAGs), as illustrated in Figure 3. 
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Figure 3. IAB topology based on a directed acyclic graph (DAG)
An advantage of a DAG is that it maintains the natural hierarchy of a tree, which as indicated above would considerably simplify the routing problem for IAB. On the other hand, a DAG has the advantage compared to a tree, of potentially redundant paths between a source and destination node. Thus the DAG topology could provide robustness to link failures approaching that of a mesh topology, without sacrificing the simplicity advantages we associated with the tree topology. And finally, a DAG seems a natural extension of dual (or multi) connectivity. Hence, it is expected that the standardization effort of supporting a DAG topology is likely to be significantly lower than an arbitrary mesh topology.

Observation 3: A directed acyclic graph (DAG) topology combines the advantages of both trees and more complex arbitrary mesh topologies.
Based on the previous discussion and analysis, we propose to take a directed acyclic graph (DAG) topology as the baseline assumption for IAB.

Proposal 1 The baseline topology for IAB should be a directed acyclic graph.

3 Topology discovery and update for IAB node
Topology adaptation is performed when for IAB node intial access and when an IAB node changes its upstream IAB node or changes the donor node (e.g. due to a RLF). In this section, we will discuss how to discover and select an upstream IAB node from the perspective of downstream IAB node. And two issues should be considered:
-
Initial access of IAB node
-
Topology update after initial access
3.1 Initial access of IAB node

When an IAB node powers on, it (the UE-part of IAB node) can perform as a normal UE to discover IAB donor or upstream IAB node and selectsa suitable node for initial access only based on the measurement result of backhaul link, such as RSRP/RSRQ of SS/PBCH block(s), and based on normal cell selection procedure .
One potential enhancement for initial access of IAB node is that IAB donor or upstream IAB node broadcasts some assistance information such as hop information and load information for initial cell selection. One reason is that selecting an upstream node (the donor node or the IAB node) with fewer hops from the donor node is beneficial for delay sensitive services. However, it is not necessary since the donor node can redirect or handover the IAB node to another upstream node after initial access to meet specific requirement. In L2 relaying, the RRC layer is located in donor node, and the donor node has full information such as measurement results from the IAB node, each link load/interference information, etc. It could be best to let the donor to decide on topology updates, rather than relay on IAB node logic with limited information about network topology and loading.
Proposal 2 For the initial access phase, the IAB node performs cell discovery, cell selection and initial access procedures as a normal UE, i.e. no further enhancement is needed.

3.2 Topology update after initial access
After the initial access, the UE-part of the accessed IAB node can also perform measurements for link quality or to discover other upstream IAB nodes. And it is also possible that each IAB node can be configured to provide information about node status such as the traffic load. After receiving measurement results and above mentioned information from multiple IAB nodes, the donor node is aware of the topology information, such as link quality, traffic load and neighbors of each IAB node, for the whole network. Thus the donor node can select a more suitable upstream node for any IAB node, and handover/redirect this IAB node to the selected upstream node for specific purpose, such as to perform load balancing or to guarantee a better link quality. 
Observation 4: The serving donor node uses normal handover/redirection procedure for switching the serving upstream IAB node of another IAB node.
Also, an IAB node can be configured to perform measurement of other IAB donors and report measurement results to its serving IAB donor node. In the meantime, the serving IAB donor can cooperate with other IAB donors to collect information about node status of those downstream IAB nodes. With this collected topology information, the serving IAB donor node can also decide to perform a traditional inter-node handover/redirection procedure for the handover the IAB node to another IAB donor node.
Observation 5: The serving donor node uses normal inter-node handover/redirection procedure for switching the donor node of an IAB node.
Proposal 3 The donor node controls the topology updates. Using existing handover/redirection for topology update is baseline. Further enhancements are FFS. 
If multiple connectivity is needed, the donor can also configure redundant link using the normal dual connectivity procedures for the IAB node.

Proposal 4 The serving donor node configures redundant links for multiple connectivity after IAB initial access.
4 Conclusion and Proposals
Based on the discussion we have observations and proposals:
Observation 1: A tree based topology would simplifies the routing problem in IAB, but would suffer from a lack of robustness to radio link failures and blockages.

Observation 2: An arbitrary mesh topology would provide maximum robustness to radio link failures and blockages, but this would be at the price of significant complexity and other performance penalties.

Observation 3: A directed acyclic graph (DAG) topology combines the advantages of both trees and more complex arbitrary mesh topologies.

Observation 4: The serving donor node uses normal handover/redirection procedure for switching the serving upstream IAB node of another IAB node
Observation 5: The serving donor node uses normal inter-node handover/redirection procedure for switching the donor node of an IAB node.
Proposal 5 The baseline topology for IAB should be a directed acyclic graph.
Proposal 6 For the initial access phase, the IAB node performs cell discovery, cell selection and initial access procedures as a normal UE, i.e. no further enhancement is needed.

Proposal 7 The donor node controls the topology updates. Using existing handover/redirection for topology update is baseline. Further enhancements are FFS. 
Proposal 8  The serving donor node configures redundant links for multiple connectivity after IAB initial access.
The corresponding text proposal to TR 38.874 is provided in the Annex.
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Annex
9.x

Topology Management

9.x.1
Overview

Topology management is to support topology adaptation for physically fixed relays to enable robust operation, e.g., mitigate blockage and load variation on backhaul links. The baseline topology for IAB should be a directed acyclic graph (DAG) as shown in the Figure 3.
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Figure 9.x.1-1. IAB topology based on a directed acyclic graph (DAG)
The IAB node discover the upstream IAB node or the donor node as a normal UE, i.e. no further enhancement is needed.  The donor control the topology update and can handover/redirect a IAB nodes to another upstream IAB node.
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