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Introduction
TR 38.874 v0.1.1 [1] defines the following requirement:
· In-band IAB scenarios including (TDM/FDM/SDM) of access- and backhaul links subject to half-duplex constraint at the IAB node should be supported (this requirement does not exclude full duplex solutions to be studied).
A pCR from last RAN-3 meeting further introduces two architecture groups for IAB referred to as architecture group 1a and 1b [2].  
In this document, we study a centralized IAB resource partitioning approach to address the half-duplexing constraint.

Discussion
Due to the network-wide implications of half duplexing, a semi-static resource partitioning approach was proposed for IAB networks as a baseline approach [3], where resources in time are partitioned into different sets and are allocated to IAB-nodes as schedulers over their controlled links on a rather large time scale to avoid scheduling conflicts. The resource partitioning may include TDM, FDM or SDM. Additional enhancements can be applied on top of the baseline approach.

The semi-static resource partitioning scheme can be implemented using a centralized approach, where a central entity collects required information from each IAB-node, applies a proper algorithm to determine resource allocation, and sends resource configurations to each IAB-node. 

In IAB architecture group 1 [2], an IAB-node holds two functions
· A mobile-termination (MT) function which is scheduled by an upstream IAB-node or IAB-donor.
· A DU function to schedule UEs and MTs of downstream IAB-nodes under its coverage.  
The IAB-donor holds a CU for the DUs of all IAB-nodes and for its own DU. The CU can be split into CU-UP and CU-CP. Since an IAB-node is connected to IAB-donor through wireless multi-hops, a modified form of F1 interface, which is referred to as F1*, is used between DUs of IAB-nodes and the CU in the IAB-donor. Fig. 1 shows a reference diagram for IAB architecture 1a using F1* over RLC with adaption layer added [2].         
 
       [image: ]
Fig.1 A reference diagram for IAB architecture 1a using F1* over RLC with adaption layer added
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Fig.2 Centralized resource partitioning approach for IAB 
The centralized resource partitioning approach for architecture group 1 is shown in Fig.2, where IAB-donor CU-CP collects information from DUs of all IAB-nodes, runs resource partitioning algorithm, and sends out resource configurations to DUs of all IAB-nodes. 
Proposal 1: For architecture group 1, the study should consider a centralized resource partitioning approach, where the CU-CP on the IAB-donor performs the centralized resource allocation decisions. 
For centrally controlled resource partitioning, new information may need to be added to F1-AP. The CU-CP is assumed to know the topology of the IAB network, i.e. the connections between all nodes including IAB-donor, IAB-nodes, and UEs. Additional information on traffic and link capacity may be carried on F1-AP to support decisions on resource partitioning. 
Proposal 2: The study should consider enhancements to F1-AP that allows the DU to provide information in support of resource partitioning decisions, and the CU-CP to provide resource configurations to the DU.  
The resource partitioning algorithm shall at least indicate whether a resource unit is allocated or not. For TDD operation, it may require further study to determine whether the smallest resource unit allocated is a symbol, a mini-slot, a slot or multiple slots. In case resource partitioning is configured per symbol, a configuration mechanism as applied for slot format indication may be leveraged.
The CU-CP’s resource configuration may further specify if a resource is allocated to an individual link, a subset of links or all links controlled by the DU’s scheduler. The CU-CP may further provide policies to the DU on how to share a resource among a set of links. 
The CU-CP’s resource configuration may further specify the purpose the resource is used for, such as a reference signal or a specific physical channel. 

Conclusion
In this document, we study a centralized IAB resource partitioning approach under CU-DU split architecture.
Proposal 1: For architecture group 1, the study should consider a centralized resource partitioning approach, where the CU-CP on the IAB-donor performs the centralized resource allocation decisions. 
Proposal 2: The study should consider enhancements to F1-AP that allows the DU to provide information in support of resource partitioning decisions, and the CU-CP to provide resource configurations to the DU.  
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