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1   Introduction
In [1], 5 representative architectures were proposed representing all IAB multi-hop designs, also submitted to RAN3 #99. In architectures 1a, 1b and 2a, forwarding across multiple hops is accomplished via routing mechanisms. In contrast, architectures 2b and 2c use nested tunnelling for multi-hop-forwarding, which does not scale well with increasing hop count. For this reason, architectures 1a, 1b and 2a agreed to be prioritized in the study. 
In architectures 1a and 1b, an adaptation layer is envisioned, which holds routing information, enabling hop-by-hop forwarding. In this submission we only treat reference architectures 1a and 1b, due to the scope of the paper (adaptation layer). However, we note that architecture 2a – has an equally important design and priority.
The adaptation layer may carry different information (depending on chosen representative architecture) such as [2]:

· UE-bearer-specific Id
· UE-specific Id
· Route Id, IAB node or IAB-donor address
· QoS support/ differentiation information
· Potentially other information 
The details of information carried in the adaptation layer are FFS and the exact location and function of this adaptation layer is still under discussion in RAN2 but two main alternatives are considered: 

1. Above the RLC layer;

2. Within MAC layer or above the MAC layer.

In this submission, we examine trade-offs, pros and cons of both alternatives using some indicative performance parameters.
2   Discussion on placement of adaptation layer
In this section, we will identify trade-offs between the above two placement alternatives of the adaptation layer using the parameters listed below for integration of adaptation layer into the L2 protocol stack.
2.1   Brief overview of the alternatives

Alternative 1: In this alternative, multiplexing / aggregation of UEs’ PDU bearers is done at adaptation layer above RLC. As a result, the RLC channels are IAB specific rather than UE specific. This also strictly requires hop-by-hop ARQ at RLC level.

Alternative 2:  In this alternative, the MAC layer can be integrated more closely with adaptation layer. The RLC channels are UE specific. This alternative is compatible with both hop-by-hop and End-to-End ARQ at RLC level.
2.2   Further comparison of the two alternatives

Scheduling and QoS support 

Alternative 1: In this alternative, the scheduler per IAB node decides based on aggregated traffic across multiple UEs. As a result, limited number of backhaul bearers (i.e. between IAB nodes, and the first IAB node and the Donor DU) can be required [4].  The QoS handling at adaptation layer should ensure that mapping of the aggregated UEs’ PDU bearers to the RLC channels can meet service requirements. Additionally, the scheduler needs to treat indigenous traffic belonging to its serving UEs vs. aggregated IAB traffic to be forwarded. The MAC layer impact should be further studied.
Alternative 2: In this alternative, the scheduler at the MAC layer may handle UE-level QoS individually per IAB node [3]. The number of required backhaul bearers will be proportional to the number of supported UEs.
Observation 1: The scheduling and QoS support with UE-specific granularity is possible if the adaptation layer is located within (or above) MAC layer. The number of required backhaul bearers will be proportional to the number of supported UEs.
Routing

Alternative 1: Routing is done at the adaptation layer via mapping the aggregated UEs PDU bearers to backhaul bearers (RLC channels) based on IAB node Ids. This is in agreement with conventional paradigm of protocol design with separation of functionalities across layers.
Alternative 2: Routing decides on UE-specific traffic to be served per MAC PDU. 
Observation 2: In case of adaptation layer above RLC, routing decides on mapping the aggregated UEs PDU bearers to backhaul bearers based on IAB node Ids. In case of adaptation layer within (or above) MAC, routing decides on UE-specific traffic to be served per MAC PDU.
Latency

Alternative 1: This alternative strictly requires hop-by-hop ARQ at RLC level. To ensure correct delivery per hop, segmented RLC SDUs have to be reassembled before they can be delivered to adaptation layer above. The reassembly of RLC SDUs per hop can increase the End-to-End latency experienced by UEs; on the other hand, hop-by-hop reassembly and ARQ helps in faster rectifying link failures / outages. This in turn can improve perceived End-to-End latency in case of individual link outages.  

Alternative 2: This alternative is compatible with both hop-by-hop and End-to-End ARQ at RLC level. Assuming hop-by-hop ARQ, the latency would be comparable to adaptation layer above RLC solution with the same hop-by-hop mode. 

In case of End-to-End ARQ, full assembly of RLC SDUs is not generally needed in intermediate IAB nodes. As outlined, this may save on processing delay per IAB hop. However, unnecessary End-to-End retransmissions (when individual links are in outage) may counterbalance the original advantage.
Observation 3: In case of hop-by-hop ARQ, the latency can be comparable in both alternatives for placement of adaptation layer. End-to-End ARQ (for adaptation layer within or above MAC layer) may improve End-to-End latency (due to reduction in per node processing delay). Yet, individual link outages may counterbalance the advantage due to unnecessary End-to-End retransmissions.
Level of overhead

Alternative 1: This alternative can potentially require both user Id and RLC channel Id as extra headers in UP. 
Alternative 2: This alternative mainly requires user Id as extra header in UP. 
Observation 4: Adaptation within (or above) MAC layer has lower UP protocol overhead. However, the difference in the level of overhead may not be significant and subject to further study. 
Standardization impact
When it comes to standardization impact, RLC aspects (e.g. impact of End-to-End RLC / ARQ) need to be studied separately as an extension of Alternative 2. Here, to have a fair comparison, we assume similar hop-by-hop ARQ process is adopted by both alternatives. 

Alternative 1: Having adaptation layer above RLC layer requires specification of a fully new layer (and potentially new specification) to map (UE bearers’) aggregated traffic to IAB-specific RLC channels and further study on the MAC-level impact in treating different traffic profiles (UE-specific vs. aggregated IAB-specific).
Alternative 2: Placing adaptation layer within (or above) MAC layer requires mainly an extension of the MAC header to carry an additional Id in addition to potentially extending the number of backhaul bearers.

Observation 5: Having adaptation layer above RLC needs more standardization effort to specify a new layer, assuming similar ARQ process is adopted for both alternatives.
Summary table
	Indicative Performance Parameter
	Alternative 1

(Above RLC)
	Alternative 2

(Within or above MAC)

	Scheduling and QoS support
	IAB-specific
	UE-specific

	Routing
	RLC channel Id / IAB node based
	User Id based

	Latency
	Similar (Hop-by-Hop ARQ)
-
	Similar (Hop-by-Hop ARQ)
FFS (End-to-End ARQ)

	Level of overhead
	UP: High

(FFS)
	UP: Possibly Lower
(FFS)

	Standardization impact
	IAB-specific RLC channels
MAC scheduler design 
	MAC header extension
No. of backhaul bearers extension




3   Conclusions
In this paper, we examined various options on placement of the adaptation layer in the IAB node protocol stack, for the reference architectures 1a and 1b. We discussed pros and cons of two main alternatives in more detail, with special focus on any impact of a decision on this topic on RAN2. Below is a summary of observations of this analysis:

Observation 1: The scheduling and QoS support with UE-specific granularity is possible if the adaptation layer is located within (or above) MAC layer. The number of required backhaul bearers will be proportional to the number of supported UEs.
Observation 2: In case of adaptation layer above RLC, routing decides on mapping the aggregated UEs PDU bearers to backhaul bearers based on IAB node Ids. In case of adaptation layer within (or above) MAC, routing decides on UE-specific traffic to be served per MAC PDU.
Observation 3: In case of hop-by-hop ARQ, the latency can be comparable in both alternatives for placement of adaptation layer. End-to-End ARQ (for adaptation layer within or above MAC layer) may improve End-to-End latency (due to reduction in per node processing delay). Yet, individual link outages may counterbalance the advantage due to unnecessary End-to-End retransmissions.
Observation 4: Adaptation within (or above) MAC layer has lower UP protocol overhead. However, the difference in the level of overhead may not be significant and subject to further study. 
Observation 5: Having adaptation layer above RLC needs more standardization effort to specify a new layer, assuming similar ARQ process is adopted for both alternatives.
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