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1. Introduction 
Integrated Access and Backhaul (IAB) for NR was firstly discussed in RAN2 NR Ad hoc#1801 meeting and consensus as follows has been reached [1].

Agreements

1: 
The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded
2
Common architecture supports both in-band and out-of-band IAB scenarios. 

2i
In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported (This agreement does not exclude full duplex from being studied by RAN1)
2ii
Out-of-band IAB scenarios are also supported using the same set of RAN features designed for in-band scenarios.  Study whether additional RAN features are needed for out-of-band scenarios
3
NR access over NR backhaul is studied with highest priority 

3i
Identify the additional architecture solutions required for LTE access over NR backhaul

3ii
The IAB design shall at least support the following UEs to connect to a node which is backhauled using IAB:


1/
Rel. 15 NR UE


2/
Legacy LTE UE if IAB supports backhauling of LTE access
4i
SA and NSA on the access link will be supported (For NSA on the access the relay is applied to the NR SCG path only)
4ii
Both NSA and SA for the backhaul links will be studied. (For both SA and NSA backhaul, we will not study backhaul traffic over the LTE radio interface). 

4iii
For both 4i and 4ii the priority within the NSA options will be to consider the EN-DC case but this does not preclude study for other NSA options.

4iv Further study of the possible combinations of SA and NSA access and backhaul is needed to fully determine the scope of what will be studied.
Agreements

1: IAB design shall support multiple backhaul hops


-
The architecture should not impose limits on the number of backhaul hops.


-
The study should consider scalability to hop-count an important KPI.


-
Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications

5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.
In this contribution, we discuss route management in IAB while taking multiple hops, radio link quality and node load variation into consideration.
2. Discussion

In general, route management in IAB includes route information collection, candidate route identification, route information distribution and route selection. The wireless links are of dynamic characteristic, e.g. a new node may emerge, link quality may deteriorate or improve, and node load may fluctuate. It could be envisaged that the signalling cost e.g. collect route information, distribute route information to establish/maintain a route table reflecting the real time situation, no matter it is based on a centralized or a distributed manner, will not be negligible. The situation will become even more acute when there are many hops between the remote node and IAB donor node.       
Observation 1: The signalling cost to establish/maintain a route table reflecting the real time situation of the dynamic wireless links will not be negligible.

Considering the trade-off between the burden of maintaining up-to-date route information and the availability of route information, it is proposed that the route establishment procedure is divided into two steps.

Step 1: Candidate route identification and distribution

· Step 1-1: Candidate route identification will be triggered according to predefined event(s) on a remote node, e.g. emergence/disappearance of a node, link quality change, node load fluctuation. Assistance information e.g. measurement report, load information, candidate peer route information will be generated according to the triggered event and be transmitted from the remote node to donor node via intermediate nodes.  
· Step 1-2: After the donor node receives the assistance information, it will update the route table which contains the candidate routes between individual remote node and donor node itself. The format of the route table is FFS.
· Step 1-3: The donor node will distribute the updated candidate route information to all concerned remote nodes in order to update their local candidate route information. The signalling to collect/distribute the candidate route information is FFS and can be discussed considering the impact of different architecture options. 
Step 2: Active route selection based on the candidate route information.     
The active route selection can be triggered by data transmission request. E.g. when a remote node has data to send to its upstream node, it will look for its local candidate route table and then select one or multiple next hop nodes according to some predefined criteria e.g. link quality, node load, other QoS parameters. The selection can be based on the up-to-date information collected by the individual remote node itself.   
Some benefits would be achieved by this two-step procedure as follows.
(1) The burden to maintain route table can be minimized by defining certain events in step 1. The maintenance of the candidate route table will only be activated if certain events are triggered.

(2)  The delay to transmit data on remote node will be reduced because each remote node can make their own decision according to its local route information and real time situation. The donor node will be responsible for maintaining the availability of the route information. 
Therefore, we propose that
Proposal 1: Route establishment procedure should be divided into two steps, in which
Step 1: Candidate route identification and distribution

Step 2: Active route selection based on the candidate route information.
Proposal 2: Donor node will identify the candidate routes based on assistance information provided by remote nodes and distribute the candidate route information to concerned remote nodes afterwards. The signalling to collect/distribute the candidate route information can be left for FFS and can be discussed considering the impact of different architecture options. 
Proposal 3: End node will activate route within the local candidate routes to transmit data according to predefined criteria and up-to-date situation. 
3. Conclusion
We have the observations as follows.

Observation 1: The signalling cost to establish/maintain a route table reflecting the real time situation of the dynamic wireless links will not be negligible.

Therefore we propose RAN2 to discuss and agree on following proposals:
Proposal 1: Route establishment procedure should be divided into two steps, in which

Step 1: Candidate route identification and distribution

Step 2: Active route selection based on the candidate route information.
Proposal 2: Donor node will identify the candidate routes based on assistance information provided by remote nodes and distribute the candidate route information to concerned remote nodes afterwards. The signalling to collect/distribute the candidate route information can be left for FFS and can be discussed considering the impact of different architecture options. 

Proposal 3: End node will activate route within the local candidate routes to transmit data according to predefined criteria and up-to-date situation. 
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