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In last RAN2 meeting, IAB workshop proposed a text proposal [1] about user-plane considerations for architecture group 1, which mainly included three subsections, i.e. adaptation layer, multi-hop RLC ARQ and Scheduler and QoS impacts.
This contribution discusses the details of adaptation layer and impacts of scheduler and QoS for L2 IAB architectures and gives our preference.
Discussion
In IAB architecture text proposal [1], the described architecture options for architecture group 1 includes placement of an adaptation layer, functions supported by the adaptation layer, support of multi-hop RLC, impacts on scheduler and QoS are as follows:


Figure 1 Protocol stack examples for L2-relaying with adaptation layer for architecture 1a



Figure 2 Protocol stack example for L2-relaying with adaptation layer for architecture 1b
In this contribution, we focus on user-plane considerations for architecture group 1including scheduler and QoS impacts and adaptation layer details.
· Scheduler and QoS impacts
In IAB Uu interface which is between an IAB node and his father node, there are two options to handle different UEs’ bearers that are transmitted through this IAB node:
Option 1: Per UE bearer for scheduler and QoS handling;
Option 2: Per IAB bearer for scheduler and QoS handling;
In option1, MAC scheduler can distinguish different UEs’ bearer and have smaller scheduling granularity than option 2. In option 2, different UEs’ bearer with the same or similar QoS requirement will be aggregated to one IAB bearer. And MAC scheduler can not distinguish different UEs’ bearer in one IAB bearer. But firstly it needs to be discussed how much benefits can be achieved for scheduling in the granularity of per UE level. From our perspective, since these UEs’ bearers have same or similar QoS requirement, a unified treatment is a natural way. If different UEs have different user’s priority, there may be other solution to distinguish them, e.g. mapping into different IAB bearers and so on.
Furthermore, option1 will introduce very large modifications on MAC protocol and huge specification efforts, e.g. many MAC procedures (BSR, HARQ, LCP and PDU format etc) will have impacts. On the premise that the gain is not clear, option 1 is not an efficient way. On the contrary, the biggest advantage of option 2 is that MAC protocol can be re-used as much as possible. Hence we prefer option2.
Proposal 1: RAN2 should agree to only support per IAB bearer scheduling and QoS handling in MAC and reuse current NR MAC procedure as much as possible on IAB Uu interface.

· Adaptation layer details
The main purpose of adaptation layer is bearer (de)aggregation and routing. If this adaptation layer is located above RLC, RLC protocol will almost have no impacts and the number of LCID in IAB Uu interface will be kept as same as UE’s. However if adaptation layer is located below RLC, the number of LCID will be extended and L2 protocol may have some impacts. Hence we prefer adaptation layer located above RLC.
[bookmark: _GoBack]Proposal 2: RAN2 to agree to support adaptation layer located above RLC.
For the function of bearer aggregation in adaptation layer, there are two major branches:
Branch 1: Semi-static mapping between bearers or channels;
Branch 2: mapping configuration based on packets.
The following figure gives a mapping example between UE bearer and IAB bearer. Branch 1 means that IAB donor or CU should semi-static configure mapping relationship between each IAB bearer and each UE bearer to related node. For example, IAB3 will be configured that there are mapping relationships between its RB1 and UE5’s RB2+ IAB1’s RB2, between its RB2 and IAB1’s RB1+IAB2’s RB2, between its RB3 and UE5’s RB1 + IAB2’s RB1 and between its RB4 and IAB1’s RB3 + IAB2’s RB3.


Figure 3 A mapping example
Branch 2 means that each packet will carry QoS related identification and each node will be configured mapping rules between this QoS related identification and specified bearer. Once each intermediate node receives one packet, it can send this packet to the right bearer according QoS identification and mapping rules. About this QoS related identification, there are several alternatives:
Alternative 1: UE ID + bearer ID/QoS flow ID;
Alternative 2: A new unified QoS ID in a donor CU;
Firstly, bearer ID or QoS flow ID is existing ID that can distinguish data flow with different QoS requirements. But these IDs are related to specific UE. That is to say the same bearer ID/QoS flow ID of different UEs may have different QoS requirements. Hence only UE ID + bearer ID/QoS flow ID can represent correct data flow with specific QoS requirements. In Alt 1, each packet will carry information of UE ID + bearer ID/QoS flow ID. In each IAB node, mapping relationship between each group of UE ID + bearer ID/QoS flow ID and itself bearer will be configured ahead of time. Then each IAB node can put each packet in correct bearer for QoS requirement achievement.
Alternative 2 means that we can define a new unified QoS ID which represents same QoS requirement among different UEs’ bearer or IAB nodes’ bearer. That is to say this QoS ID is common for all UEs. Hence only one field of this QoS ID can determine bearer mapping. When establishing a RB, a new parameter of unified QoS ID can be configured simultaneously. Each packet of this RB will carry this QoS ID. In each IAB node, mapping relationship between each QoS ID and itself bearer will be configured before data arrival. Then each IAB node can put each packet in correct bearer according to QoS ID and mapping configuration.
Compared between Alt 1 and Alt 2, Alt 2 has obvious benefit in user-plane overhead but the disadvantage is to define and maintain a new unified QoS ID.
The following table gives comparisons between branch 1 and branch 2:
	
	Branch 1: bearer mapping
	Branch 2: packet mapping
(UE ID + current ID)
	Branch 2: packet mapping
(new QoS ID)

	Configuration
	Mapping between IAB bearer and UE bearers/other IAB bearer
	Mapping between IAB bearer and UE/other IAB bearer/QoS flow
	Allocation a QoS ID to each bearer and mapping between IAB bearer and QoS IDs

	Overhead in data
	Almost no inband overhead
	UE ID + bearer ID/QoS flow ID
	new QoS ID

	Reconfiguration signaling
	Update mapping when a new RB arrival or release
	Update mapping when a new RB arrival or release
	May not update mapping when a new RB arrival or release



Proposal 3: RAN2 is kindly asked to discuss above bearer mapping methods and packet mapping method when considering bearer (de)aggregation function of adaption layer.
For routing function of adaptation layer, destination addressing is a feasible way. In procedure of data delivery, both bearer (de)aggregation and routing function are needed to find the correct path. Bearer (de)aggregation focuses on achieving QoS requirement and routing function is used to find the right destination. Destination address should be carried in each packet. In UL, destination address may be the address of donor-CU UP entity. In DL, destination address may be the address of accessing IAB node. In the example of figure 3, if IAB3 receives a DL packet in its RB4, the packet will be mapped to IAB1’s RB3 if destination address is IAB1 or the packet will be mapped to IAB2’s RB3 if destination address is IAB2.
Proposal 4: Destination address can be considered as baseline for multi-hop routing function of adaptation layer.
Conclusion 
In this contribution, we discuss user-plane considerations of adaptation layer and impacts of scheduler and QoS for L2 IAB architectures and have the following proposals:
Proposal 1: RAN2 should agree to only support per IAB bearer scheduling and QoS handling in MAC and reuse current NR MAC procedure as much as possible on IAB Uu interface.
Proposal 2: RAN2 to agree to support adaptation layer located above RLC.
Proposal 3: RAN2 is kindly asked to discuss above bearer mapping method and packet mapping method when considering bearer (de)aggregation function of adaption layer.
Proposal 4: Destination address can be considered as baseline for multi-hop routing function of adaptation layer.
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