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1
Introduction

In this contribution, some issues for MR-DC will be further discussed, e.g. the bearer type selection for each offloaded QoS flow to the SN, the allocation of DRB ID(s) in the SN and the establishment of default DRB in case of split PDU session.

2
Discussion

2.1
Bearer type selection for each offloaded QoS flow to the SN
According to RAN2 Stage2 specification [1], “The MN or SN node that hosts the SDAP entity for a given QoS flow decides how to map the QoS flow to DRBs”, “If the SDAP entity for a given QoS flow is hosted by the SN, the MN provides sufficient QoS related information to enable the SN to configure appropriate SCG resources and to request the configuration of appropriate MCG resources. The MN may offer MCG resources to the SN and may indicate for GBR QoS flows the amount offered to the SN on a per QoS flow level” and “If the MN decides that an SDAP entity shall be hosted in the SN, some of the related QoS flows may be realized as SCG bearer, some as MCG bearer, while others may be realized as split bearer”. We interpret this in a way that the SN decides the bearer type selection and how to map the offloaded QoS flow(s) to DRB(s). For example, if QoS flow 1~5 are offloaded to the SN, the SN may decide to establish 2 DRBs, DRB 1 for QoS flows 1~2 and DRB 2 for QoS flows 3~5. DRB 1 can be realized as SCG bearer, while DRB 2 can be realized as split bearer. The bearer type selection is decided by the SN based on whether the MN has offered MCG resources for the related QoS flows offloaded to the SN. If the MN has offered MCG resources for the related QoS flows (QoS flows 3~5), the corresponding DRB (DRB 2) can be realized as split or MCG bearer, otherwise, the corresponding DRB can only be realized as SCG bearer. In this case (Alternative 1), the bearer type selection is decided by the SN and implicitly guided by the MN via the potentially offered MCG resources. However, even if it is believed this is the intended behavior, this approach is not described in an unambiguous way in Stage 2. 

An alternative interpretation (Alternative 2) is that the MN decides the bearer type selection (i.e. whether split or MCG bearer can be realized) for each offloaded QoS flow and explicitly indicates this to the SN. 
Observation: There are two possible alternatives to determine the bearer types for the QoS flows offloaded to SN:

Alt.1 Determined by SN, which takes the offered MCG resources from MN into consideration;

Alt.2 Determined by MN: the determined bearer type for each QoS flow should be informed to the SN;

It should be noted that for Alternative 1, the behavior is already supported by the current RAN3 Stage3 specification [2]; while - as mentioned above - Stage2 specification [1] would need to be slightly updated, e.g.  as follows: “If the MN decides that an SDAP entity shall be hosted in the SN, some of the related QoS flows may be realized as SCG bearer, some as MCG bearer, while others may be realized as split bearer, up to SN’s decision”. 

For Alternative 2, the RAN3 Stage3 specification [2] definitely needs some update, while the Stage2 specification [1] would also need to be slightly updated, e.g. as follows: “If the MN decides that an SDAP entity shall be hosted in the SN, some of the related QoS flows may be realized as SCG bearer, some as MCG bearer, while others may be realized as split bearer, up to MN’s decision”.
Proposal 1: Confirm which node (MN or SN) decides the bearer type selection for each QoS flow offloaded to the SN, and clarify Stage2 specification accordingly.

2.2
Allocation of DRB ID(s) in the SN

In case of MR-DC, based on the agreement that the SN is responsible for the DRB management (e.g., setup, modify, release of SN terminated bearer) and the QoS flow to DRB mapping at the SN, it can be observed that the number of DRB(s) in the SN is determined by the SN, and it will be difficult for the MN to predict how many DRB ID(s) are needed in the SN side and then pre-allocate the DRB ID(s) before the DRB has been established in the SN. Therefore, we propose that the DRB ID for the DRB established in the SN should be allocated by the SN itself.
Proposal 2: The DRB ID for the DRB established in the SN should be allocated by the SN itself.

Based on the proposal 2, considering one common DRB ID space will be used in MN and SN, one more issue that needs to be addressed is how to coordinate the DRB ID(s) allocated by the MN and SN within the common DRB ID space. Some kind of coordination is required over Xn interface to ensure that the DRB ID(s) allocated by the MN and SN will not collide with each other. Some possible solutions are listed below:

Solution 1: the MN indicates to the SN a range of DRB ID within which the SN can allocate the IDs by itself.

Solution 2: the MN indicates the allocated DRB ID(s) to the SN; the SN can allocate the IDs by itself except the informed DRB ID(s) from the MN; the SN also indicates the allocated DRB ID(s) to the MN. Note that this solution is already partially supported by the current RAN3 Stage3 specification [2], i.e. the SN will send the allocated DRB ID(s) to the MN.

Considering solution 1 is more simple which only needs allocating a range of DRB ID to the SN at the beginning, no further dynamic notification/negotiation is required. So the solution 1 is preferred, although it may impact the utilization rate of  DRB IDs, but we think which could be avoided via a good split for the range of DRB ID.
Proposal 3: Decide the solution to coordinate the DRB ID(s) used in the MN and SN within a common DRB ID space. Above solution 1 is preferred.

2.3
Establishment of default DRB in case of split PDU session

In case of split PDU session, there are two SDAP entities in the NG-RAN node side (in MN and SN respectively) and only one SDAP entity in the UE side. From UE perspective, establishment of one default DRB is reasonable. Moreover, the concept of default DRB is mainly for UL. Therefore, it is proposed to establish one default DRB for a split PDU session, and that the MN decides in which node (MN or SN) it will be established.

Proposal 4: One default DRB is established in case of split PDU session. The MN decides where it is (MN or SN).
3
Conclusion

In this contribution, some issues for MR-DC are further discussed with the following proposals:

Proposal 1: Confirm which node (MN or SN) decides the bearer type selection for each QoS flow offloaded to the SN, and clarify Stage2 specification accordingly.

Proposal 2: The DRB ID for the DRB established in the SN should be allocated by the SN itself.

Proposal 3: Decide the solution to coordinate the DRB ID(s) used in the MN and SN within a common DRB ID space. Above solution 1 is preferred.

Proposal 4: One default DRB is established in case of split PDU session. The MN decides where it is (MN or SN).
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