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1   Introduction
A new study item on Integrated Access and Backhaul for NR was approved in RAN#75 [1]. The motivation is to support wireless backhaul and relay links enabling flexible and very dense deployment of NR cells without the need for densifying the transport network proportionately. 
Here, in this contribution, we will investigate IAB node cell selection/reselection criteria and access procedure, and the scheme of centralized topology management and distributed topology management will be analyzed respectively. 
2   Discussion
Cell selection/reselection criteria for IAB node
In current NR specification, UE shall perform measurements and select a suitable cell based on RRC_IDLE state measurements and cell selection criteria. When camped on a cell, the UE shall regularly search for a better cell according to the cell reselection criteria. If a better cell is found, that cell is selected. Similarly, if the IAB node MT part try to connect to parent IAB node, the cell selection and reselection scheme shall be the same. But considering different IAB nodes have different backhaul hop count to reach the IAB donor, it would require less radio resources and little end-to-end latency if the IAB node connects to IAB nodes with less hop count to IAB donor. 

As shown in Figure 1, IAB2 needs two hops to reach the IAB donor and IAB-x needs only one hop to reach the IAB donor. Suppose both the IAB2 and IAB-x are the suitable cells for IAB3 and IAB3 chooses to connect to IAB2, the data packet transmission delay from UE served by IAB3 to IAB donor includes four parts: 1) delay between UE and IAB 3; 2) delay between IAB3 and IAB2; 3) delay between IAB2 and IAB1; 4) delay between IAB1 and IAB donor. On the other hand, if IAB3 connects to IABx, the packet transmission delay from UE served by IAB3 to IAB donor only includes three parts. Therefore, connecting to the IAB node with less backhaul hops could reduce latency and achieve better resource efficiency.
Observation 1:  Connecting to the IAB node with less backhaul hops could reduce latency and achieve better resource efficiency.
Based on above analysis, the IAB node with less backhaul hop count to the IAB donor shall have a higher priority when the IAB node performs cell selection/reselection. In addition to the hop count, in order to achieve load balance, the link with lower load shall also be considered when the IAB node performs cell selection/reselection.
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Figure 1 multi-hop backhauling for IAB node
Proposal 1: The IAB node with less backhaul hops count to the IAB donor and lower load shall have a higher priority when the IAB node performs cell selection/reselection. 

Parent IAB node selection procedure
Generally speaking, it is not necessary for the IAB node to establish connections with every detected neighboring node. Instead, IAB node only need to select one or several neighboring cells to connect. This procedure could be regarded as topology management. According to [2], there are two types of topology management: centralized topology management and distributed topology management. In centralized topology management, the topology of the whole IAB network is managed by a centralized entity which maintains a global topology of the IAB network. The centralized entity could be located at the IAB donor, core network, or application server. In distributed topology management, each IAB node and IAB donor has its own topology management entity and maintains local topology according to the information exchange with neighboring nodes. In this section, we will analyze possible solutions for the parent IAB selection based on centralized and distributed topology management separately.
Observation 2: The parent IAB node selection may be based on the control of centralized topology management entity or distributed topology management entity.

Centralized topology management
When an IAB node is power on, it can only select the suitable serving IAB node by itself since it could not receive the guidance from centralized topology management entity before it connects to the network. In this case, IAB node may selects and connects a suitable IAB node like a normal UE. After connected to the parent IAB node, IAB node may acquire initial configuration parameters and perform measurement of neighboring cells. In addition, IAB node may report its surrounding topology information to centralized topology management entity, e.g. information of neighboring cells, channel quality of radio links and so on. After the centralized entity acquires the topology information report from IAB node, it can decide which IAB node is the best parent IAB node of this IAB and keep this IAB node informed of its decision. If the best parent IAB node is not the current serving IAB node, the IAB may detach from the current serving IAB node and connect or handover to the IAB node indicated by the centralized topology management entity. 

For R10 relay, the startup procedure for RN is based on the normal UE attach procedure and it consists of two phases. In Phase I, the RN attaches to the E-UTRAN/EPC as a UE at power-up and retrieves initial configuration parameters, including the list of DeNB cells, from RN OAM. Then the RN detaches from the network as a UE. In Phase II, the RN connects to a DeNB selected from the list acquired during Phase I to start relay operations. When it comes to IAB node, a similar two phase IAB node selection procedure can be considered. 

Proposal2: For the centralized topology management, it is suggested to consider two phases IAB node setup procedure. In the first phase, IAB node connects to the IAB network as normal UE and get the IAB topology related information from centralized entity. In the second phase, IAB node connects to the parent IAB node decided by centralized entity.
With regard to the location of centralized topology management entity, we think donor CU or donor node are eligible for the centralized topology management. For CU-DU split case, the donor CU could acquire the measurement report of all access UEs and IAB node MT part, the connections among IAB nodes and congestion status of backhaul links. So the donor CU can be the centralized topology management entity. For non CU-DU split case, the IAB donor node may acquire the topology relevant information from IAB node via Xn interface and then make topology control decision. However, it means Xn interface shall be enhanced to topology relevant info exchange. 
Proposal3：Donor CU or donor node may be eligible for the centralized topology management. 
Figure 2 presents a possible procedure for an IAB node setup procedure for the CU-DU split. 
[image: image2.png]9.MIB/SIB/PSS/SSS

5 initial UE message

6.Attach, Authentication&Security

< 7.PDN session establishment

SF1 setup establishment >

UE Attach Authentication&Security procedure





Figure 2 IAB node setup procedure for CU-DU split case

Step 1~3: In the phase I, IAB node connects to the IAB network as normal UE and retrieves initial configuration parameters, including the list of accessible IAB cells. After this operation is complete, the IAB node detaches from the network as a UE. 

Step 4~7: In the phase II, IAB node selects and connects to a parent IAB node included in the list of of accessible IAB cells acquired in the phase I.  For CU-DU split case, the donor CU decides the best parent IAB DU node for IAB node. If the best parent IAB node is not the current serving IAB node, then the IAB may handover to the IAB node indicated by the donor CU.  

Step 8: Setup the F1 interface between IAB-DU. The TNL info may be configured by OAM. Then the IAB-DU sends an F1 Setup Request message to the IAB-CU including a list of cells/sectors that are configured and ready to be activated.  The IAB-CU sends an F1 Setup Response message to the IAB-DU that optionally includes a list of cells to be activated. 
Step 9:  IAB-DU activate the cell(s) and begin to broadcast the synchronization signal and system information. IAB node is now ready to serve UEs and child IAB node.

Distributed topology management
In distributed topology management, each IAB node and IAB donor have a topology management entity and maintains a local topology at each node according to the received information from its neighboring nodes. 
When the IAB node is power on, it can access to a parent IAB node like a UE. Specifically, the IAB can perform cell selection by leveraging stored information or scan all RF channels in the NR bands according to its capabilities to find a suitable cell. Based on the analysis in section 2.1, IAB cell selection/reselection shall consider many factors such as measurement result, numbers of backhaul hops to reach the IAB donor and load situation. In order to assist the IAB node to select a suitable parent IAB node, the information needed for IAB cell selection /reselection such as IAB indication, donor IAB indication, numbers of backhaul hops to IAB donor can be broadcast by each IAB node. 

Proposal 4: For the distributed topology management, it is suggested to broadcast the information needed for IAB cell selection /reselection such as IAB indication, donor IAB indication, numbers of backhaul hops to the IAB donor.

3   Conclusion
In this contribution, we discussed the IAB node cell selection/reselection criteria and access procedure, and the scheme of centralized topology management and distributed topology management was analyzed separately.Then we have the following observations and proposals.

Observation 1:  Connecting to the IAB node with less backhaul hops could reduce latency and achieve better resource efficiency.

Observation 2: The parent IAB node selection may be based on the control of centralized topology management entity or distributed topology management entity.
Proposal 1: The IAB node with less backhaul hops count to the IAB donor and lower load shall have a higher priority when the IAB node performs cell selection/reselection. 

Proposal2: For the centralized topology management, it is suggested to consider two phases IAB node setup procedure. In the first phase, IAB node connects to the IAB network as normal UE and get the IAB topology related information from centralized entity. In the second phase, IAB node connects to the parent IAB node decided by centralized entity.
Proposal3：Donor CU or donor node may be eligible for the centralized topology management. 
Proposal 4: For the distributed topology management, it is suggested to broadcast the information needed for IAB cell selection /reselection such as IAB indication, donor IAB indication, numbers of backhaul hops to the IAB donor.
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