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1   Introduction
During RAN2#101bis meeting, IAB architectures and various design alternatives were discussed. It is agreed in [1] to focus the discussion on the key issues that RAN needs to study, such as end to end or hop by hop RLC, placement of the adaptation layer in the protocol stack, information required in adaptation layer, scheduler and QoS impacts in both UL and DL, additional functionality or impacts to the existing RAN2 protocols, etc. 
In this contribution, we mainly discuss the impact of scheduling and QoS in both downlink and uplink directions. One to one bearer mapping and many to one bearer mapping are analyzed and compared. Finally we discuss how to support many to one bearer mapping for IAB network.
2   Discussion
One to one vs. many to one bearer mapping
As discussed in RAN2#101bis meeting, both one to one and many to one bearer mapping could be considered. Figure 1(a) and Figure 1(b) illustrates the one to one and many to one bearer mapping respectively. 
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Figure 1 One to one vs. many to one bearer mapping along the path between access UE and donor node
For one to one bearer mapping, a radio bearer is established in the backhaul link whenever a radio bearer is established for an UE in the access link. The number of established IAB radio bearer for an intermediate IAB node is equal to the sum of established radio bearers for all the UEs whose traffic are forwarded via this intermediate IAB node. As shown in Figure 1(a), access UE1 establishes radio bearer 1 and radio bearer 2 whereas access UE2 establishes radio bearer 1 with serving IAB node 1. Along the data path between serving IAB node 1 and donor DU, IAB radio bearers corresponding to access UE1 and access UE2’s radio bearer are also established in each intermediate IAB node and donor DU. 
On the other hand, the radio bearer established for intermediate IAB node is based on QoS for many to one mapping scenario. The number of IAB specific bearer depends on different QoS characteristics of data traffic. The IAB node may map multiple access UE’s radio bearers with similar QoS characteristics into one IAB bearer. As shown in Figure 1(b), access UE1 establishes radio bearer 1 and radio bearer 2 whereas access UE2 establishes radio bearer 1 with serving IAB node 1. Access UE1’s radio bearer 2 and access UE2’s radio bearer 1 have similar QoS characteristics, so it is mapped to IAB node 1’s radio bearer 2. On the contrary, access UE1’s radio bearer 1 has different QoS characteristic so it is mapped to IAB node 1’s radio bearer 1.

As we can see, Figure 1 only presents the CU-DU split scenario for IAB network. However, the concept of one to one and many to one bearer mapping could also be used for non CU-DU split scenario. On the other hand, according to the way forward for IAB Architecture for relaying [2], five architectures are presented and are divided into two architecture groups. No matter which architectures are chosen, both one to one and many to one bearer mapping could be considered for these architectures. 

During the RAN2#101bis meeting, it is argued that one to one bearer mapping could be used for architecture 1a with adaptation layer above or within MAC whereas many to one bearer mapping could be used for the architecture 1a with adaptation layer above RLC. Then the pros and cons of one to one and many to one bearer mapping are used to compare the two variants of architecture 1a with different placements of adaptation layer. As a matter of fact, it is not reasonable since whether one to one or many to one bearer mapping shall be used is independent of the placement of the adaptation layer in the protocol stack.

Observation 1: Both one to one and many to one bearer mapping could be used for the five architectures listed in TR. In addition, it is independent of the placement of adaptation layer in the protocol stack.

Comparison of one to one and many to one bearer mapping
In this section, we compare one to one and many to one bearer mapping, the following aspects are discussed:

· Number of bearers

As we know, the number of DRBs a UE shall support in NR is 16 as agreed in RAN#101 meeting. When it comes to one to one bearer mapping, each radio bearer of UE (may be only part of the radio bearer, such as RLC channel or logical channels, depending on the architecture) should also be established correspondingly in all IAB nodes along the data path. It requires each IAB node MT part to manage more than 16 radio bearers. Some enhancements need to be considered for that. For the many to one bearer mapping scenario, the IAB node only need to maintain at most 16 DRBs over backhaul links which is aligned with the legacy NR Uu design.
· Signalling overhead

For one to one bearer mapping, it requires the UE context as well as the logical channels’ QoS characteristics of an access UE should be visible in all IAB Nodes along the data path serving that UE. It means that a lot of Uu/F1/Xn/NG signalling shall be involved to update the UE context in all IAB nodes along the data path whenever the radio bearer configuration of access UE is updated. 

For the many to one bearer mapping, it does not require the UE context of an access UE to be visible in all IAB Nodes along the data path. So the signalling overhead for the UE context setup/modification on each intermediate IAB node could be reduced. Many access UE’s radio bearers could be mapped to one IAB radio bearer over the backhaul links along the data path toward donor node. The IAB bearer resource only need to be setup or updated when existing IAB bearer could not satisfy the QoS requirement of downstream access UE.
· QoS impact
For one to one bearer mapping, since the intermediate IAB node has visibility to all UE’s radio bearer, buffer status and QoS characteristic, the scheduler could make fine scheduling decision. Moreover, upon receiving the data packet of a specific UE, it may directly submitted to the one to one mapped radio bearer of next hop.
For many to one bearer mapping, it requires the IAB node to map multiple bearers with similar QoS into one IAB radio bearer. QoS mapping mechanism need to be considered. In addition, during the mapping, certain Qos characteristics might be lost. Thus the scheduling might be impacted in terms of precise QoS control. 
As we can see, there is a trade-off between the simplicity of bearer management and fine granularity QoS control for bearer mapping. As far as we know, one to one bearer mapping and many to one bearer mapping were also discussed in R10 relay. It finally adopted many to one bearer mapping model which map EPS bearers of different UEs connected to RN with similar QoS into one radio bearer over the Un interface. QCI to DSCP mapping and DSCP to QCI mapping was defined to support the many to one bearer mapping in uplink and downlink respectively. Based on these observations, it is suggested to adopt the many to one bearer mapping for IAB node for the sake of simplicity.
Observation 2: There is a trade-off between the simplicity of bearer management and fine granularity QoS control for bearer mapping.
Observation 3: In R10 relay, the many to one bearer mapping model was adopted which maps EPS bearers of different UE connected to RN with similar QoS in one radio bearer over the Un interface. 
Proposal 1: It is suggested to consider many to one bearer mapping for IAB for the sake of simplicity. 
QoS mapping
In order to support many to one bearer mapping, QoS mapping mechanism need to be considered. It can be divided into the following two cases:
· CU-DU split case
As agreed in RAN3#99bis meeting, DU could get the aggregated DRB QoS profile and QoS flow profile information from CU [2]. So for the IAB node DU part, it could get these QoS information and use it for the downlink scheduling. For the IAB node MT part, it should be able to obtain the DRB configuration and QoS rules. 

For the uplink data forwarding, upon receiving data packets from UE or child IAB node, the parent IAB node DU part could derive the DSCP of the received data packet based on the 5QI or other RAN traffic parameter according to TS38.474 [3]. Then the parent IAB node could associate the data packet with QFI using DSCP based QoS rules and then submitted the data packet to radio bearers according to the QFI->DRB mapping rule.
For downlink data forwarding, donor CU could perform DSCP marking in the IP header of UE data packets. The donor DU could perform a DSCP->5QI/QFI mapping. And then the donor DU could deliver the data packet to the next hop using the radio bearer associated with the corresponding 5QI/QFI. For intermediate IAB node, it could derive the QoS information (i.e. 5QI/QFI) of the received data packet and map the data packet to the corresponding radio bearer which is associated with similar 5QI/QFI as the received radio bearer. 
· Non CU-DU split scenario
For the non CU-DU split scenario, the IAB node gNB part should be able to get the QoS profile from AMF and perform the DRB configuration. On the other hand, the IAB node MT part should be able to get the DRB configuration from parent IAB node and get QoS rules from AMF. 
For uplink data forwarding, the serving IAB node could perform the 5QI-> DSCP mapping from the UE’s radio bearer to serving IAB node’s PDU session. Then the serving IAB node MT part could map the PDU session to the serving IAB node’s QoS flow according to the configured DSCP based QoS rules and then map to the corresponding radio bearer according to legacy QFI->DRB rule. In the intermediate IAB node, DSCP based QoS rules could also be used to determine the corresponding QoS flow and then determine the radio bearer to deliver the UE packets. 
For downlink data forwarding, DSCP marking could be performed in the UE’s UPF. The IAB node’s UPF in the parent IAB node/IAB donor could map the data packet to the QoS flow using DSCP based QoS rules. Then the IAB node DU part could map the data flow to the corresponding radio bearer according to legacy QFI->DRB mapping. In the intermediate IAB node, DSCP based QoS rules could also be used to determine the corresponding QoS flow and then determine the radio bearer to deliver the UE packets.
Proposal 2: It is suggested to consider the mapping between 5QI and DSCP and DSCP based QoS rule for many to one bearer mapping.
Scheduing for many to one bearer mapping scenario
In this section, we discuss the scheduling for many to one bearer mapping scenario in uplink and downlink direction. For ease of description, the adaptation layer above RLC in architecture 1a is assumed. 
For the uplink, upon receiving the data packet from access UE, the adaptation layer of serving IAB node may encapsulate the adaptation sub-header and determine the next hop node based on routing table. Then the adaptation layer map the data packet to radio bearer based on the QoS mapping mechanism discussed in Section 2.3 and submit the data packet to the corresponding RLC channel. The data packet is constructed into RLC PDU without waiting for the notification from lower layer of a transmission opportunity and the RLC data PDU is submitted to logical channel. Finally, the RLC data PDU is assembled into a MAC PDU via MAC scheduler upon receiving a UL grant. 
For the downlink, upon receiving the data packet from donor CU, the donor DU may encapsulate the adaptation sub-header and then the adaptation layer determine the next hop node based on routing table. Meanwhile, the adaptation layer performs the downlink bearer mapping and submit the data packet to the RLC channel corresponding to child IAB node. Similar to the uplink, the data packet is constructed into RLC PDU without waiting for the notification from lower layer of a transmission opportunity and the RLC data PDU is submitted to logical channel. Finally, the RLC data PDU is assembled into a MAC PDU via MAC scheduler with DL grant.
As we can see, the RLC pre-processing are possible for both uplink and downlink traffic for the architecture 1a with adaptation layer above RLC and many to one bearer mapping. 
Observation 4: RLC pre-processing are possible for both uplink and downlink traffic for the architecture 1a for many to one bearer mapping and adaptation layer above RLC scenario.
3   Conclusion
In this contribution, we mainly discussed the impact of scheduling and QoS in both downlink and uplink directions. One to one bearer mapping and many to one bearer mapping were analyzed and compared. Finally we discussed how to support the many to one bearer mapping for IAB network. And we have the following observations and proposals:
Observation 1: Both one to one and many to one bearer mapping could be used for the five architectures listed in TR. In addition, it is independent of the placement of adaptation layer in the protocol stack.

Observation 2: There is a trade-off between the simplicity of bearer management and fine granularity QoS control for bearer mapping.
Observation 3: In R10 relay, the many to one bearer mapping model was adopted which maps EPS bearers of different UE connected to RN with similar QoS in one radio bearer over the Un interface. 
Proposal 1: It is suggested to consider many to one bearer mapping for IAB for the sake of simplicity. 
Proposal 2: It is suggested to consider the mapping between 5QI and DSCP and DSCP based QoS rule for many to one bearer mapping.
Observation 4: RLC pre-processing are possible for both uplink and downlink traffic for the architecture 1a for many to one bearer mapping and adaptation layer above RLC scenario.
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