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1. Introduction

The beam failure detection and recovery procedure has been developed for NR MAC Specification, [1]. In this contribution, based on the latest endorsed CR [7], we further elaborate the issues related to the validity of beam failure detection (BFD) counting for beam failure recovery (BFR) procedure and propose possible solutions.
2. Discussion

According to RAN2 #101bis meeting minutes, [2], the discussion about the CR for the configuration of RadioLinkMonitoringConfig, [3], following agreements are made.

================================ Quotation Start =================================
Agreements
=>
Reset the timers and counters for RLM for any reconfiguration of the resources used for RLM.
=>
Reset the timers and counters for BFD for any reconfiguration of the resources used for BFD.
=>
Clarify exactly which timer and counters are reset.
=>
Introduce the add/mod list
=>
Changed can be added to the rapporteur CR 
================================= Quotation End =================================
As described in [3]: {At RAN2#101, it was agreed that “When the NW reconfigures the RLM parameters (threshold or resources), the UE resets the RLM/RLF timers and counters.” Considering that both the BFD and RLM are based on the evaluation of the hypothetical PDCCH BLER and using the same in-sync-out-sync threshold, it’s obvious that the same principle should be applied for the BFD. In other words, when the NW reconfigures the BFD parameters (threshold or resources), the UE resets the BFD timer and counter.}
It implies that if the threshold is changed, the RLM or BFD detected before the reconfiguration may become invalid and if the resources used for RLM or BFD is changed, the RLM or BFD detected before the reconfiguration may become meaningless.

It also states that the irrelevant change should not cause the reset in [3]: {For instance, there may be cases that only resources with the purpose for BFD are reconfigured, in this case, the on-going RLF timers and counters should not be reset at all. Or there may be cases that only the purpose is reconfigured, e.g. from ‘both’ to ‘rlf’; in this case, the on-going RLF timers and counters should not be reset either. Besides, when configured with multiple BWPs, only when the RLM resources that belong to the active BWP are reconfigured, should the on-going RLF timers and counters be reset. Otherwise, the reconfiguration of the RLM resources on the remaining non-active BWPs should have no impact on the on-going RLF timers and counters at all. It should be noted that the same discipline discussed here for RLM applies for the BFD too.}
However, also according to RAN2 #101bis meeting minutes, [2], the discussion about beam failure detection during BWP switch, [4], following agreements are made.
================================ Quotation Start =================================
Agreements
=>
We keep BF detection and BWP switching independent.
=>
We fix the issue of switching to BWP with different configuration with a minimal fix, e.g. change ’=’ to ‘>=’, to be done in the Rapporteur CR.
================================= Quotation End =================================
Since BWP switching may or may not cause the change of the parameters (threshold or resources) used for BFD (depending on the configuration of the BWPs before and after the switching), based on the consideration of the validity of BFD counting, the related timers and counters for BFD should be reset if the parameters used for BFD are changed.

Proposal 1:
Reset the timers and counters for BFD if the BWP switching causes the change of the parameters (threshold or resources) used for BFD.

According to the RAN1 agreements in [5], beam failure is determined when all serving beams fail and trigger condition for beam recovery request transmission is when beam failure is detected and candidate beam is identified. Therefore, the “all serving beams” can be considered as the resources used for BFD and the candidate beam is not belonged to the resources used for BFD before the beam failure recovery procedure. If the beam failure recovery procedure causes the candidate beam becoming the serving beam, the resources used for BFD have been changed at the ending of the beam failure recovery procedure.

However, beam failure recovery procedure may or may not cause the change of resources used for BFD (all serving beams), depending on if a new beam or the original beam becoming the serving beam at the ending of the beam failure recovery procedure. It is not uncommon that the temporary line-of-sight beam blockage causes the beam failure detection and the original beam is still selected as the serving beam at the ending of the beam failure recovery procedure. In this case, the resources used for BFD (all serving beams) are not changed. On the other hand, if the beam failure recovery procedure does not complete successfully, there should be no change on the all serving beams (no new serving beam). The combinations can be shown in the table below.

Table 1

	Beam Failure Recovery procedure
	Resources for BFD are changed or not

	completed successfully
	Yes (new beam becomes serving beam)

	
	No (original serving beams)

	other endings
	No (original serving beams)


Based on the consideration of the validity of BFD counting, the related timers and counters for BFD should be reset if the parameters used for BFD are changed.

Proposal 2:
Reset the timers and counters for BFD if the Beam Failure Recovery procedure causes the change of the parameters (threshold or resources) used for BFD.

In the cases that the resources used for BFD (all serving beams) are not changed after the ending of beam failure recovery procedure, the BFD counting is still valid. However, since the Random Access procedure for beam failure recovery triggering condition has been changed from “BFI_COUNTER = BFI_MaxCount” to “BFI_COUNTER >= BFI_MaxCount”, the issue of early triggering may occur. An example is shown in Fig. 1 below.
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Fig. 1: an example of the issue about early triggering 
When the early triggering issue occurs, the Random Access procedure for beam failure recovery is initiated again after the ending of previous RA procedure for BFR, even just only one BFI received from lower layer.

In case that the previous RA procedure for BFR is completed successfully, the early triggering issue may cause the waste of time and UE power. It should not be the intention of beam failure recovery procedure and we think the early triggering issue should be avoided.

Proposal 3:
Reset the timers and counters for BFD if the Beam Failure Recovery procedure is completed successfully.

In case that the previous RA procedure for BFR is not completed successfully, the early triggering issue may occur even more seriously since the BFI is more likely to be received from lower layer since the serving beams are not changed. It can be expected that after maximum times of preamble transmission, the triggering of another RA procedure for BFR has high possibility of causing the waste of time and UE power. Getting the result of fast recovery should be rare case. Besides, if the early triggering is really desired, the parameter BFI_MaxCount can be set as 1, according to RRC specification [6]. Therefore, we think the early triggering issue should also be avoided in this case.

Proposal 4:
Reset the timers and counters for BFD at the ending of the Beam Failure Recovery procedure.

There are two solutions can achieve the reset of timers and counters for BFD at the ending of the Beam Failure Recovery procedure. Solution 1 is to reset the timers and counters for BFD at the ending of the RA procedure for BFR. Solution 2 is to reset the timers and counters for BFD right before the initiation of the RA procedure for BFR and then keeping the state and value of the timers and counters for BFD till the ending of the RA procedure for BFR. Solution 1 relies on the tracking of the ending of the RA procedure for BFR and timely response since RA procedure may end as (a) successfully completed, (b) unsuccessfully completed, (c) a RA problem indicated to upper layers, (d) stopped or cancelled by MAC entity to start another new RA procedure. On the other hand, Solution 2 is fully controlled by beam failure recovery procedure since it is not related to the ending of RA procedure for BFR.
According to the description above, it is observed that continuing the BFD during RA procedure for BFR has no benefit since the counter and timer should be reset if new beam become serving beam and only causes early triggering issue if no new beam become serving beam. Therefore, we think Solution 2 is a better choice.

Proposal 5:
Reset the timers and counters for BFD right before the initiation of the RA procedure for BFR and do not treat BFD during RA procedure for BFR.
According to the work division between layer 1 and layer 2, the serving beams are handled by layer 1 (PHY) but the timers and counters for BFD are handled by layer 2 (MAC). Except the case like Random Access procedure for beam failure recovery, which is totally controlled by layer 2, there may be cases that layer 2 does not know the serving beams (resources used for BFD) are changed or not. Therefore, it is beneficial to have an indication provided by layer 1 to layer 2, for layer 2 to know that the timers and counters for BFD should be reset. For example, when BWP switching, layer 1 can correctly judge if the resources used for BFD are changed or not and then provide a beam failure detection reset indication to layer 2 if the resources used for BFD are changed. Since RAN2 has made the agreement to keep BF detection and BWP switching independent, getting indication from layer 1 directly can solve the issue about the validity of BFD counting without violating the agreement. This method has another benefit that there may be some cases which the resources used for BFD are changed but layer 1 judges no beam failure detection reset is needed. In such cases, no beam failure detection reset indication is provided from layer 1 to layer 2. Since the function of beam failure detection and recovery is handled by layer 1 and layer 2 together, it is reasonable to rely on layer 1 indication in some cases for the reset of the timers and counters for BFD.
Proposal 6:
RAN2 to discuss if it is feasible to have beam failure detection reset indication provided from lower layers.
Proposal 7:
Reset the timers and counters for BFD if beam failure detection reset indication has been received from lower layers.
3. Conclusion

In this contribution, we make the following proposals:
Proposal 1:
Reset the timers and counters for BFD if the BWP switching causes the change of the parameters (threshold or resources) used for BFD.
Proposal 2:
Reset the timers and counters for BFD if the Beam Failure Recovery procedure causes the change of the parameters (threshold or resources) used for BFD.
Proposal 3:
Reset the timers and counters for BFD if the Beam Failure Recovery procedure is completed successfully.
Proposal 4:
Reset the timers and counters for BFD at the ending of the Beam Failure Recovery procedure.
Proposal 5:
Reset the timers and counters for BFD right before the initiation of the RA procedure for BFR and do not treat BFD during RA procedure for BFR.
Proposal 6:
RAN2 to discuss if it is feasible to have a beam failure detection reset indication provided from lower layers.
Proposal 7:
Reset the timers and counters for BFD if beam failure detection reset indication has been received from lower layers.
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Annex: Text proposals for TS 38.321

TP 1 (for Proposal 3):

Start of changes
5.17
Beam Failure Detection and Recovery procedure
The MAC entity may be configured by RRC with a beam failure recovery procedure which is used for indicating to the serving gNB of a new SSB or CSI-RS when beam failure is detected on the serving SSB(s)/CSI-RS(s). Beam failure is detected by counting beam failure instance indication from the lower layers to the MAC entity.
RRC configures the following parameters in the BeamFailureRecoveryConfig for the Beam Failure Detection and Recovery procedure:
-
beamFailureInstanceMaxCount for the beam failure detection;

-
beamFailureDetectionTimer for the beam failure detection;

-
candidateBeamThreshold: an RSRP threshold for the beam failure recovery;

-
preamblePowerRampingStep: preamblePowerRampingStep for the beam failure recovery;

-
preambleReceivedTargetPower: preambleReceivedTargetPower for the beam failure recovery;

-
preambleTransMax: preambleTransMax for the beam failure recovery;

-
ra-ResponseWindow: the time window to monitor response(s) for the beam failure recovery using contention-free Random Access Preamble;

-
prach-ConfigIndex: prach-ConfigIndex for the beam failure recovery;

-
ra-ssb-OccasionMaskIndex: ra-ssb-OccasionMaskIndex for the beam failure recovery;

-
ra-OccasionList: ra-OccasionList for the beam failure recovery.

The following UE variables are used for the beam failure detection procedure:
-
BFI_COUNTER: counter for beam failure instance indication which is initially set to 0.
The MAC entity shall:
1>
if beam failure instance indication has been received from lower layers:

2>
start or restart the beamFailureDetectionTimer;

2>
increment BFI_COUNTER by 1;

2>
if BFI_COUNTER >= beamFailureInstanceMaxCount:

3>
initiate a Random Access procedure (see subclause 5.1) on the SpCell by applying the parameters configured in BeamFailureRecoveryConfig.

1>
if the beamFailureDetectionTimer expires:

2>
set BFI_COUNTER to 0.

1>
if the Random Access procedure is successfully completed (see subclause 5.1):

2>
consider the Beam Failure Recovery procedure successfully completed.
2>
set BFI_COUNTER to 0 and stop the beamFailureDetectionTimer.
End of changes
TP 2 (for Proposal 5):
Start of changes
5.17
Beam Failure Detection and Recovery procedure
The MAC entity may be configured by RRC with a beam failure recovery procedure which is used for indicating to the serving gNB of a new SSB or CSI-RS when beam failure is detected on the serving SSB(s)/CSI-RS(s). Beam failure is detected by counting beam failure instance indication from the lower layers to the MAC entity.
RRC configures the following parameters in the BeamFailureRecoveryConfig for the Beam Failure Detection and Recovery procedure:
-
beamFailureInstanceMaxCount for the beam failure detection;

-
beamFailureDetectionTimer for the beam failure detection;

-
candidateBeamThreshold: an RSRP threshold for the beam failure recovery;

-
preamblePowerRampingStep: preamblePowerRampingStep for the beam failure recovery;

-
preambleReceivedTargetPower: preambleReceivedTargetPower for the beam failure recovery;

-
preambleTransMax: preambleTransMax for the beam failure recovery;

-
ra-ResponseWindow: the time window to monitor response(s) for the beam failure recovery using contention-free Random Access Preamble;

-
prach-ConfigIndex: prach-ConfigIndex for the beam failure recovery;

-
ra-ssb-OccasionMaskIndex: ra-ssb-OccasionMaskIndex for the beam failure recovery;

-
ra-OccasionList: ra-OccasionList for the beam failure recovery.

The following UE variables are used for the beam failure detection procedure:
-
BFI_COUNTER: counter for beam failure instance indication which is initially set to 0.

The MAC entity shall:
1>
if beam failure instance indication has been received from lower layers; and
1>
if there is no Random Access procedure for beam failure recovery ongoing on the SpCell:

2>
start or restart the beamFailureDetectionTimer;

2>
increment BFI_COUNTER by 1;

2>
if BFI_COUNTER >= beamFailureInstanceMaxCount:

3>
set BFI_COUNTER to 0 and stop the beamFailureDetectionTimer.
3>
initiate a Random Access procedure (see subclause 5.1) on the SpCell by applying the parameters configured in BeamFailureRecoveryConfig.

1>
if the beamFailureDetectionTimer expires:

2>
set BFI_COUNTER to 0.

1>
if the Random Access procedure is successfully completed (see subclause 5.1):

2>
consider the Beam Failure Recovery procedure successfully completed.
End of changes
TP 3 (for Proposal 6):

Start of changes
5.17
Beam Failure Detection and Recovery procedure
The MAC entity may be configured by RRC with a beam failure recovery procedure which is used for indicating to the serving gNB of a new SSB or CSI-RS when beam failure is detected on the serving SSB(s)/CSI-RS(s). Beam failure is detected by counting beam failure instance indication from the lower layers to the MAC entity.
RRC configures the following parameters in the BeamFailureRecoveryConfig for the Beam Failure Detection and Recovery procedure:
-
beamFailureInstanceMaxCount for the beam failure detection;

-
beamFailureDetectionTimer for the beam failure detection;

-
candidateBeamThreshold: an RSRP threshold for the beam failure recovery;

-
preamblePowerRampingStep: preamblePowerRampingStep for the beam failure recovery;

-
preambleReceivedTargetPower: preambleReceivedTargetPower for the beam failure recovery;

-
preambleTransMax: preambleTransMax for the beam failure recovery;

-
ra-ResponseWindow: the time window to monitor response(s) for the beam failure recovery using contention-free Random Access Preamble;

-
prach-ConfigIndex: prach-ConfigIndex for the beam failure recovery;

-
ra-ssb-OccasionMaskIndex: ra-ssb-OccasionMaskIndex for the beam failure recovery;

-
ra-OccasionList: ra-OccasionList for the beam failure recovery.

The following UE variables are used for the beam failure detection procedure:
-
BFI_COUNTER: counter for beam failure instance indication which is initially set to 0.

The MAC entity shall:
1>
if beam failure instance indication has been received from lower layers:

2>
start or restart the beamFailureDetectionTimer;

2>
increment BFI_COUNTER by 1;

2>
if BFI_COUNTER >= beamFailureInstanceMaxCount:

3>
initiate a Random Access procedure (see subclause 5.1) on the SpCell by applying the parameters configured in BeamFailureRecoveryConfig.

1>
if the beamFailureDetectionTimer expires:

2>
set BFI_COUNTER to 0.

1>
if the Random Access procedure is successfully completed (see subclause 5.1):

2>
consider the Beam Failure Recovery procedure successfully completed.
1>
if beam failure detection reset indication has been received from lower layers:

2>
set BFI_COUNTER to 0 and stop the beamFailureDetectionTimer.
End of changes
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