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1	Introduction
One the characteristics of the 5QI of a Delay Critical GBR flow is the Maximum Data Burst Volume (MDBV), which denotes the largest amount of data that the 5G-AN is required to serve within a period of 5G-AN PDB (i.e. 5G-AN part of the PDB) [23.501]. 
In LS R2-1806659, SA2 would like RAN2 to confirm that the PDB and PER requirements are satisfied in the UL and DL for all delay critical QoS flows that do not exceed the MDBV, even if other delay critical QoS Flows  (which may also be of higher priority) for the same UE or other UE exceeds the MDBV. This contribution discusses how it affects UL operation in NG-RAN.
2	Background Information
MDBV is used in radio admission control to assess how many Delay Critical GBR bearers can be supported in parallel in a cell. If Delay Critical GBR bearers started sending more data than initially planned by the MDBV, the gNB would have no other choices but to take the statistical variations into account when performing admission control, thereby reducing not only the number of Delay Critical GBR bearers it allows but any type of bearers for which resources need to be guaranteed. For instance, considering a Delay Critical GBR service requiring 160 octets to be sent within 5ms every 1s, a PDB of 5ms, MDBV of 160octets and GBR of 1,280bit/s (160octets/s) would be configured. If the URLLC service ignored the MDBV, the gNB would have to cope with a bit rate up to 256,000bit/s (160octets/5ms).
Observation 1: allowing Delay Critical GBR bearers to exceed the MDBV based on which admission control is based results in lower capacity for all GBR bearers.
To maximise cell capacity, MDBV enforcement is therefore obviously needed. That is the reason why SA2 states the following in their LS [R2-1806659]:
-	SA2 expect that the PDB and PER requirements are satisfied in the UL and DL for all delay critical QoS flows that do not exceed the MDBV in the presence of any competing traffic. If other delay critical QoS Flows exceeds the MDBV, it is not required that for these QoS flows the PDB and PER targets are met.
-	SA2 would like to ask RAN2 to confirm the above behaviour is supported by the RAN specifications and whether any specific action is required in order to deliver predictable behaviour to compliant flows, in presence other delay critical QoS flows.
3	Downlink Operation
In the downlink, it is up to the gNB to enforce the MDBV and this has no impact on RAN2. 
[bookmark: _GoBack]Observation 2: in downlink, it is up to the gNB to enforce the MDBV and this has no impact on RAN2. 
4	Uplink Operation
4.1	Baseline Mechanisms
Before checking how MDBV enforcement can be ensured, it is probably useful to remember how uplink data transmission works in NR. In uplink, the UE has a rate control function which manages the sharing of uplink resources between logical channels: the logical channel prioritisation function (LCP). RRC controls LCP by giving each logical channel a priority, a prioritised bit rate (PBR), a buffer size duration (BSD) and a list of possible restrictions (controlling which configured cells, numerologies, PUSCH transmission duration and Configured Grant type the logical channel can use).
With a token bucket algorithm, LCP ensures that the logical channel(s) are served in the following sequence:
1.   All relevant logical channels in decreasing priority order up to their PBR;
2.   All relevant logical channels in decreasing priority order for the remaining resources assigned by the grant.
NOTE:	the bucket size of each logical channel is set to PBR × BSD.
2.2	Delay Critical GBR Services
In order to understand how the MDBV impacts UL operation for the support of Delay Critical GBR services (i.e. URLLC services), we need to distinguish two cases:
1.	Scenarios where LCP restrictions can be put in place to isolate Delay Critical GBR services by mapping them on distinct resources (may it be cell, numerology…);
2.	Scenarios where LCP restrictions cannot isolate Delay Critical GBR services from each other and/or from other services.
In the first case, it is obvious that through scheduling (dynamic or SPS), the gNB has direct control of the Delay Critical GBR bearers and can always ensure that the MDBV is never exceeded.
Observation 3: in uplink when Delay Critical GBR services are mapped on distinct resources, the gNB can ensure that the MDBV is never exceeded.
In the second case, the gNB has no direct control of the bearers and they can freely compete for the grants. It seems reasonable to assume that Delay Critical GBR bearers will be configured with a high priority and will therefore see their PBR served first. However, in order to guarantee than one Delay Critical GBR bearer (possibly delayed) does not eat up the resources meant for another Delay Critical GBR bearer and that the PDB requirements are fulfilled, the BSD needs to be aligned to the PDB characteristic of the 5QI. 
NOTE:	SA2 also defines that packets delayed more than the PDB are added to the PER.
Proposal 1: add ms5, ms10 and ms20 to the bucketSizeDuration in RRC.
Another problem that arises is that when additional resources are granted for the purpose of serving other bearers, there is no possibility to prevent a high priority Delay Critical GBR bearer from sending data beyond MDBV if it has data buffered. While it may be argued that since the resources are anyway used to send data and therefore not wasted for that particular UE, we need to remember the explanation given in section 2 above: it will result in lower capacity for other bearers as the gNB will need to allocate more resources to factor the statistical variations in. 
Observation 4: MDBV cannot be enforced in the uplink in scenarios where multiple Delay Critical GBR bearers are multiplexed on the same resource.
In order to enforce MDBV when Delay Critical GBR bearers compete for the same grant, LCP needs to be changed. We foresee three alternatives:
1.	ON/OFF mechanism relying on signalling from the gNB: when the gNB observes that a logical channel exceeds its MDBV, the UE is ordered to skip that logical channel from LCP (for instance by considering that it has no data to send)
2.	Removing Tokens: when the gNB observes that a logical channel exceeds its MDBV, the UE is ordered to remove tokens from the corresponding bucket. With a bucket full of negative tokens, the logical channel would then not be scheduled for a while.
3.	Prohibit timer for the Tokens: once the equivalent amount of a full bucket is transmitted (corresponding to PBR x BSD tokens), a prohibit timer could be started to preclude further tokens to be added. 
Proposal 2: RAN2 to discuss and adopt one of the three alternatives (or any other solution) to enforce MDBV when Delay Critical GBR bearers compete for the same grant in uplink.
3	Conclusion
This contribution has discussed MDBV and has made the following observations and proposals.
Observation 1: allowing Delay Critical GBR bearers to exceed the MDBV based on which admission control is based results in lower capacity for all GBR bearers.
Observation 2: in downlink, it is up to the gNB to enforce the MDBV and this has no impact on RAN2. 
Observation 3: in uplink when Delay Critical GBR services are mapped on distinct resources, the gNB can ensure that the MDBV is never exceeded.
Proposal 1: add ms5, ms10 and ms20 to the bucketSizeDuration in RRC.
Observation 4: MDBV cannot be enforced in the uplink in scenarios where multiple Delay Critical GBR bearers are multiplexed on the same resource.
Proposal 2: RAN2 to discuss and adopt one of the three alternatives (or any other solution) to enforce MDBV when Delay Critical GBR bearers compete for the same grant in uplink.


