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1 Introduction
In RAN2#101bis, a discussion was initiated about proper prioritization of UL data when some logical channels are associated with delay critical GBR flows for which a maximum data bust volume (MDBV) needs to be enforced [1]. It was decided to postpone decisions on this issue to give companies more time for analysis.
This contribution provides our views on how the requirement can be addressed and possible impacts on LCP procedure.

2 Characteristics of delay critical GBR flows
Delay critical GBR flows are associated not only with a Guaranteed Flow Bit Rate (GFBR) but also with a Maximum Data Burst Volume (MDBV). More specifically, TS 23.501 specifies the following [2]:

	(Sub-clause 5.7.2.5) […] The GFBR denotes the bit rate that is guaranteed to be provided by the network to a GBR and Delay Critical GBR QoS Flow, over the Averaging Time Window (ATW). […]
(Sub-clause 5.7.3.4) The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface. […] For a delay critical GBR QoS flows, a packet delayed more than PDB is counted as lost if the transmitted data burst is less than Maximum Data Burst Volume within the period of PDB, the QoS flow is not exceeding the GFBR. […]


Based on [2] the PDB may range between 5 ms and 20 ms. Default values of Averaging Time Window (ATW) are not yet specified, but one can reasonably expect them to be of the order of a few seconds (e.g. 2 or 3 s). Therefore, these characteristics describe a flow that exhibits traffic bursts of volume not exceeding MDBV that need to be served within a duration less than PDB, but for which the average data rate may be significantly lower than the ratio MDBV/PDB. Such characteristics can translate into the following requirements for the network:

· Support an average data rate of GFBR over a long-term period (ATW)

· Support a burst data rate of MDBV/PDB over a short-term period (PDB)

Stated differently, there is no requirement for the network to serve a delay critical GBR QoS flow above the MDBV over the PDB or above the GFBR over the ATW. Thus, the network should not be required to serve the flow at the MDBV for every period of PDB if doing so would result (as is likely) in exceeding the GFBR over the ATW. Once any of the two requirements is exceeded (MDBV or GFBR), it should be possible to allocate any remaining resource to other flows to optimize capacity.
Observation 1: 
Serving a delay critical GBR QoS flow above the MDBV over a period PDB is not required.
Observation 2: 
Serving a delay critical GBR QoS flow above the GFBR over a period ATW is not required.

3 Prioritization with delay critical GBR flows in the uplink
As observed in [1], prioritization between flows in the uplink is effectively performed by the UE as specified by LCP and using parameters provided by the network. In general, the LCP needs to ensure that within a UE all logical channels are served based on their associated QoS requirement. If one logical channel is served resources above its requirements, larger and/or more frequent uplink grants need to be provided to the UE to satisfy the remaining logical channels, which reduces cell capacity.

When the UE has one or more of logical channel(s) associated with delay critical GBR flow(s), the network has several possibilities for the LCP configuration:

A starting point could be to configure the delay critical GBR logical channels with an infinite PBR and a high priority level, i.e. giving absolute priority to these logical channels. However, if this logical channel offers a lot of data the grant could be filled up before any other logical channel can be served (possibly other delay critical GBR logical channels).
To counter this problem the network could implement logical channel restrictions such that a grant can be guaranteed to include data only for one delay critical GBR logical channel. However, this is relatively inefficient since for most of the grants the delay critical GBR logical channel has nothing to send (due to the bursty nature of traffic). In addition, this possibility is obviously not available for all deployments and does not scale with the number of logical channels.

If configuration of logical channel restrictions is not desired (or not possible) the network could configure a PBR parameter corresponding to the transmission of MDBV over a period PDB. This could naturally be achieved for example by setting PBR = MDBV/PDB and BSD = PDB. With this type of configuration, the logical channel is no longer prioritized after transmission of MDBV over a period of PDB, thus allowing transmission of data from other logical channels sooner. However, as noted in [1] the smallest possible value of BSD is 50 ms which is larger than typical PDB values (between 5 ms and 20 ms). Unless additional BSD values are introduced, this would result in allowing prioritization of more data than necessary from the logical channel.

Proposal 1: 

Introduce additional values for the bucketSizeDuration parameter (5 ms, 10 ms and 20 ms).

The above configuration approach ensures that the delay critical GBR logical channel is not prioritized more than necessary to achieve its short-term QoS requirement of allowing transmission of more than MDBV over PDB. However, there is still the possibility to face a logical channel that offers this amount of data on a sustained basis, exceeding the GFBR over a long-term period (ATW). The current LCP does not allow restricting this logical channel over the long term while at the same time avoiding a restricting over the short term.

Observation 3: 
Current LCP does not allow prioritization of a logical channel based on both short-term and long-term bit rate requirements.
Another problem that arises when a delay-critical GBR flow (or other high-priority data) offers an excessive amount of data is that best-effort traffic that is typically only allocated resources in Step 3 is then starved. 

4 Possible enhancements to LCP

To address the problem described in the previous section one can consider some enhancements to LCP. For example, one could consider the following options:
Option 1: Use two buckets for LCH corresponding to delay-critical GBR flow
One natural way to have LCP prioritize based on two time scales is to maintain two buckets (Bj, B’j), each configured with its specific PBR and BSD parameters. One bucket determines if the logical channel is served up to the MDBV requirement and is configured with a short BSD, and the other bucket determines if the logical channel is served up to the GFBR requirement and is configured with a long BSD. The logical channel is prioritized (in step 1) only if both buckets are above zero. In a situation where a logical channel would offer more data than its GFBR in the long term, the logical channel would not be prioritized beyond GFBR (or beyond MDBV in the short-term).

Option 2: Apply minimum period between bucket increases for LCH corresponding to delay-critical GBR flow
Another way to avoid prioritizing a logical channel beyond either its MDBV or GFBR is to set the bucket parameters based on MDBV and PDB (as in previous section), and increase the bucket less frequently than before every LCP instance. The minimum period between two increases can be configured based such that MDBV divided by the minimum interval approximately corresponds to the GFBR.
The above two enhancements can address prioritization issues when multiple high-priority logical channels compete for the same resources, but do not address the problem of starvation of best-effort traffic when the amount of offered data from high-priority logical channels is excessive. To solve this problem one could consider enhancements that would result in applying a different priority order in step 3, possibly based on past usage. For example, if a logical channel is configured with two buckets the level of the non-zero bucket at the end of step 2 can indicate if the logical channel is still prioritized in step 3.
It is proposed that RAN2 discusses possible enhancements to LCP such as the above to better support prioritization in presence of delay-critical GBR flows. 

Proposal 2: 

Consider enhancements to LCP to support delay-critical GBR flows, such as use of two buckets or introduction of a minimum bucket update period. 

5 Conclusion

This contribution provided our views on how requirements applicable to delay-critical GBR flows can be addressed and possible impacts on LCP procedure. The following observations and proposal are made:
Observation 1: 
Serving a delay critical GBR QoS flow above the MDBV over a period PDB is not required.

Observation 2: 
Serving a delay critical GBR QoS flow above the GFBR over a period ATW is not required.

Observation 3: 
Current LCP does not allow prioritization of a logical channel based on both short-term and long-term bit rate requirements.

Proposal 1: 

Introduce additional values for the bucketSizeDuration parameter (5 ms, 10 ms and 20 ms).

Proposal 2: 

Consider enhancements to LCP to support delay-critical GBR flows, such as use of two buckets or introduction of a minimum bucket update period. 
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