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[bookmark: _Toc509506724][bookmark: _Toc509506904]Introduction
[bookmark: _Hlk509572055]In RAN-3 meeting #99bis on IAB-architectures, it was agreed to further study the various user plane aspects for architecture 1a including placement of adaptation in the L2 protocol stack, functions supported by the adaptation layer, impact on scheduler and QoS. Three alternatives for architecture 1a that differ based on the location of adaptation layer and RLC functions have been proposed, which are shown in the Annex.
Considering the user plane updates to L2 functionalities for NR, it is important to analyse the fundamental functions of L2, such as segmentation, reassembly, retransmission and concatenation of packets, and to identify the best location for these functions in a split CU/DU L2-relaying architecture. This contribution discusses these issues for a multi-hop IAB system.
Background
[bookmark: _Hlk509522710]Here we highlight the main updates to layer 2 functionalities in the context of NR, describing these updates on per sublayer basis as well as highlighting the data flow in Figure 1.      
Service Data Adaptation Protocol (SDAP)
I. SDAP is a new protocol sublayer which offers QoS flows to 5GC.
II. SDAP maps QoS flows to data radio bearers.
[bookmark: _Hlk512585903]Updates to PDCP NR Functionalities
I. PDCP can provide in order delivery of packets to upper layers.
II. PDCP can provide data duplication.
III. PDCP can provide integrity protection for DRBs.
Updates to RLC NR Functionalities
I. RLC provides segmentation and reassembly of RLC SDUs.
II. RLC segmentation is based on Sequence Number (SN) and Segment Offset (SO). Segments of the same RLC SDU carry the same SN but different SO value. 
Updates to MAC NR Functionalities
I. MAC performs concatenation of RLC PDUs. 
II. MAC handles priority between logical channels of one UE by means of logical channel prioritization. 
[bookmark: _Hlk509571545][image: C:\Users\ezmuhaj\Downloads\DataFlow.jpg]

[bookmark: _Hlk509836056][bookmark: _Hlk512838186]Figure 1 Example of L2 data flow for NR
RLC Functions hop-by-hop vs end-to-end
In this section, we analyze the placement of RLC functions, such as retransmission, segmentation, and reassembly for a split CU/DU L2-relaying architecture. In our view, the ARQ function of RLC should be performed hop-by-hop owing to its advantages over end-to-end ARQ between the UE and IAB donor. Some advantages of hop-by-hop ARQ vs. end-to-end ARQ are:
· Quick detection and retransmission of lost packets.
· Eliminates the redundant retransmission of packets over the links where the packet had already been successfully transmitted.
· [bookmark: _Hlk512838304]Lower ARQ window size (the window size and the associated memory requirements increase with the number of hops/links in the case of end-to-end ARQ).
[bookmark: _Toc512707148][bookmark: _Toc513739863]RLC-ARQ per-hop offers several benefits over RLC-ARQ end-to-end, such as quick detection and retransmission of lost packets and avoidance of redundant retransmissions over already successfully passed links. 
[bookmark: _Toc512707149][bookmark: _Toc513739864]For end-to-end RLC ARQ, the ARQ window and associated buffer size increases with the number of hops.
In NR, the concatenation of packets is done at the MAC level while RLC can deliver out of sequence packets to the upper layer. This enables the adaptation layer (above RLC) at the intermediate IAB nodes to forward the RLC PDUs faster (i.e. there will be no head of line blocking). When it comes to segmentation, the RLC employs the same SN for all RLC PDUs carrying segments of an RLC SDU. However, the Segmentation Info (SI) and SO fields in the RLC header are used to indicate if the RLC PDU carries a complete RLC SDU or just an RLC SDU segment and byte position of the RLC SDU, respectively. Figure 2 illustrates an example of RLC segmentation, showing SI and SO values for different RLC PDU segments. 
[bookmark: _Hlk513017058]For multi-hop L2-relaying architecture, there is a possibility that the MAC at the intermediate nodes will create different sizes of PDUs depending on the radio channel conditions. In such situation, for end-to-end RLC case, the RLC PDU needs to adopt the worst case, i.e., to the size of the smallest MAC SDU at the intermediate IAB nodes, which can increase the processing overhead and the overall end to end delay. Thus, it is beneficial to have RLC segmentation function per-hop level. Besides, it is very easy to perform re-segmentation for RLC per-hop case, if required on subsequent hops, as shown in Figure 3.    
[bookmark: _Toc512707150][bookmark: _Toc513739865]For end-to-end RLC case, the RLC PDU needs to adopt to the size of the smallest MAC SDU at the intermediate IAB nodes, leading to more processing overhead and end to end latency.

[image: ]
[bookmark: _Hlk512695426]Figure 2 Example of RLC segmentation

[image: ]
Figure 3 Example of RLC re-segmentation

One disadvantage of the hop-by-hop RLC is that reassembly may be required on intermediate hops, if segmentation was performed, while for the end-to-end RLC only one reassembly is required at the destination/last IAB node for a UE. However, in the hop-by-hop case, while waiting to reassembly the segments of a RLC SDU, the RLC can process another MAC SDU to create and pass other RLC SDUs to upper layer irrespective of the SN as shown in Figure 4. This indicates that reassembly of an RLC SDU has no delay impact on other RLC PDUs carrying complete RLC SDUs. 
[bookmark: _Hlk513019430]Overall, RLC per-hop case appears highly beneficial for a CU/DU split L2-relaying architecture than end-to-end case.
[bookmark: _Toc513739866]In the case of hop-by-hop RLC, the reassembly of an RLC SDU has no delay impact on other RLC PDUs carrying complete RLC SDUs.
[image: C:\Users\ezmuhaj\Downloads\RLC_SN.png]
Figure 4 Example of RLC reassembly 
Adaptation Layer Placement
[bookmark: _Hlk513029297]The number of RLC queues will increase by putting the adaptation layer below RLC as there will be a separate RLC machine per UE bearer on each IAB node. However, unless changes are made to the scheduler, there is no benefit of placing the adaptation layer below RLC. In other words, it is not enough to just place the adaptation layer below RLC to achieve finer granularity as the MAC scheduling granularity is still at the logical channel level. Besides, the buffer status reporting for the uplink traffic also needs to be modified to consider the adaptation layer header (e.g. UE ID, bearer ID, etc).  In our view, modifying the MAC scheduler and buffer status reporting to gain from the adaptation layer below RLC is as complex as increasing the number of logical channels for the adaptation layer above RLC.  
[bookmark: _Toc513739867]Placing the adaptation layer below RLC does not maximize the granularity by itself unless significant changes are made to the MAC scheduler and buffer status reporting.
[bookmark: _Toc513739868]Modifying the scheduler to gain from the adaptation layer below RLC can be as complex as increasing the number of logical channels for the adaptation layer above RLC.
[bookmark: _Toc513739869]Both solutions (adaptation layer above and below RLC) can achieve finer granularity with similar level of complexity.  
In [2], we give a detailed analysis on the handling of QoS aspects in the case of hop-by-hop RLC.
If the RLC has to perform in-order delivery of packets, then a possible advantage of having separate RLC queue per UE bearer could have been to deliver the RLC packets to next hop without waiting for other (UE) bearers. Since, it is not mandatory in NR that RLC delivery is in-order, an RLC queue per UE bearer is not an advantage for this sake.  
[bookmark: _Toc513739870]Considering that RLC can deliver out of order packets, there is no benefit in terms of latency to have separate RLC queue per UE.
Considering all the above comparison of hop-by-hop vs. end-to-end RLC, we propose:
Proposal 1 		The adaptation layer should be placed above RLC for multi-hop L2-relaying architecture.
[bookmark: _Toc509506736][bookmark: _Toc509506915][bookmark: _Hlk509503543]Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we have observed that: 
Observation 1	RLC-ARQ per-hop offers several benefits over RLC-ARQ end-to-end, such as quick detection and retransmission of lost packets and avoidance of redundant retransmissions over already successfully passed links.
Observation 2	For end-to-end RLC ARQ, the ARQ window and associated buffer size increases with the number of hops.
Observation 3	For end-to-end RLC case, the RLC PDU needs to adopt to the size of the smallest MAC SDU at the intermediate IAB nodes, leading to more processing overhead and end to end latency.
Observation 4	In the case of hop-by-hop RLC, the reassembly of an RLC SDU has no delay impact on other RLC PDUs carrying complete RLC SDUs.
Observation 5	Placing the adaptation layer below RLC does not maximize the granularity by itself unless significant changes are made to the MAC scheduler and buffer status reporting.
Observation 6	Modifying the scheduler to gain from the adaptation layer below RLC can be as complex as increasing the number of logical channels for the adaptation layer above RLC.
Observation 7	Both solutions (adaptation layer above and below RLC) can achieve finer granularity with similar level of complexity.
Observation 8	Considering that RLC can deliver out of order packets, there is no benefit in terms of latency to have separate RLC queue per UE.

[bookmark: _Toc509506670][bookmark: _Toc509506741][bookmark: _Toc509506763][bookmark: _Toc509506797][bookmark: _Toc509506865][bookmark: _Toc509506920][bookmark: _Toc509506937][bookmark: _Toc509507106]In light of these observations we propose the following:
Proposal 1 		The adaptation layer should be placed above RLC for multi-hop L2-relaying architecture.
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Annex – Three Alternatives for Architecture 1a
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