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1. Introduction

“Node B scheduling”, i.e., the possibility for the Node B to control, within the limits set by the RNC, the set of TFCs from which the UE may choose a suitable TFC, is one technique considered for enhancing the uplink. By providing the Node B with tools for rapidly influencing the UE TFC selection, tighter control of the uplink interference is possible which may result in increased capacity and improved coverage.

Several forms of “Node B scheduling” are possible, e.g., rate scheduling, where all uplink transmission occur in parallel, and time scheduling, where only a subset of the UEs are allowed to transmit at a given time.  In this paper, several examples of rate scheduling are evaluated in terms of user packet bitrate, system throughput and interference levels.

2. Simulation Setup

2.1. General

The performance of several rate scheduling algorithms have been investigated through simulations in a multi-cell system simulator with 21 cells using wrap-around techniques and a cell radius of 500 m. The traffic model models a mixture of 60% MMS and 40% e-mail traffic with exponentially distributed packet sizes of mean 12.7 and 60 kbyte, respectively. TCP is modeled. Users in the system are created according to a Poisson process and place uniformly over the cell plan, request links and, if granted a link, transmit their packets and then leave the system. TU and PedA channel models at 3 km/h were investigated, both with receiver diversity. Both inner and outer loop power control was enabled. All simulations are 120 seconds long.

A single transport channel per UE was considered and all UEs were set up with the same TFCS. At the beginning of each TTI, the UE selects a suitable TF from the Node B controlled TFC subset using the Rel5 TFC selection algorithm. The TFCS used supported 1 to 12 320-bit PDUs per 10 ms TTI, corresponding to data rates of 32, 64, 96, 128, 160, 192, 224, 256, 288, 320, 352, and 384 kbit/s. The DPDCH/DPCCH power ratio was set to 11 dB for the 384k data rate. For the non-scheduled 64k case, a DPDCH/DPCCH power ration of 5.5 dB was used (i.e., a weaker DPCCH than for the rate scheduled scenario).

2.2. Admission Control

Admission control is the mechanism responsible for controlling the admission of new users into the system in order not to exceed the maximum system load (or, equivalently, maximum interference level). If Node B controlled rate scheduling is used, an additional mechanism to control the interference level in the system is introduced and the interaction between them should be considered. Typically, the admission control needs to admit more users into a system with rate scheduling than into a system without rate scheduling. If the admission control is not adjusted to admit more users, there will be no improvement in capacity as the TFCS configured by the RNC is an upper limit on the data rates possible to use. If the admission control admits too many users, the interference level will be too high and the Node B controlled TFC subset will be reduced, potentially all the way down to the minimum set.

In the simulation setup, the uplink load L is estimated as L=(1–N0/I)/(1+F), where N0 is the background noise, F is a design parameter representing the ratio between inter and intra cell interference, and I the measured uplink interference. In the simulations, a reporting interval of 300 ms has been assumed for the interference measurements. The link admission control predicts the additional load caused by an additional channel and a new request is admitted provided L+( < Lmax, where ( is the required C/I (including DPDCH and DPCCH). Link requests due to a user entering soft handover are always granted, regardless of the load.

The C/I required is different for different data rates and users with high data rates can easily fill up the admission limit and cause rejection of additional requests. To allow for additional users into the system, which is required for the rate scheduling mechanism to work efficiently, the admission control has been modified to accept new users if L+k( < Lmax, where k is a scaling factor. By using a scaling factor k < 1, the predicted cost of a new user is reduced and the number of admitted users is increased. For example, k = 0.2 will result in the predicted cost of a new 384 kbit/s user to equal that of a 64 kbit/s user, assuming a target noise rise of 6 dB. Hence, the cell can be dimensioned for 64 kbit/s although the users can use data rates up to 384 kbit/s, providing the instantaneous interference situation is favorable.  

2.3. Rate Scheduling

The rate scheduling algorithm uses an estimate of the current noise rise in the cell, (, and the sum of the data rate from all users in the cell, R. The former quantity is estimated in the simulator, while the latter quantity is obtained as the sum of each users data rate as indicated by the TFCI. Note that accurately measuring the noise rise is a non-trivial task, which is not elaborated further upon in this paper.

For each 10 ms interval, the amount of increase/decrease in the total cell data rate to meet the noise rise requirements is computed as (R = Rmax – R. The maximum data rate possible in the cell without exceeding the noise rise limit (max can be computed as Rmax = R(max/(. If (R < 0, the total rate in the cell has to be lowered by at least |(R| by reducing the “Node B controlled TFC subset”. Similarly, if (R > 0, the “Node B controlled TFC subset” can be expanded (up to the TFCS configured by the RNC) by (R.

Updating the “Node B controlled TFC subset” can be by either dedicated signaling or common signaling:

· Dedicated signaling, i.e., the “Node B controlled TFC subset” in each UE can be independently controlled by the Node B. This allows the Node B to set different rates among the UEs according to, e.g., channel conditions or traffic priorities, at the cost of an increased signaling load.

· Common signaling, i.e., the same “Node B controlled TFC subset” is applied to all UEs in the cell.  This reduces the amount of signaling but does not allow for channel-dependent rate scheduling on an individual basis.

Both these approaches have been investigated. Furthermore, both step-wise and explicit updating of the Node B controlled TFC subset has been investigated:

· Step-wise updating, i.e., the Node B expands/reduces the “Node B controlled TFC subset” by one TF each scheduling interval.

· Explicit updating, i.e., the Node B explicitly sets the “Node B controlled TFC subset” each scheduling interval.

For UEs being in soft handover, the smallest of the subsets signaled by the different cells is used. 

If common signaling is used, an adjustment of the “Node B controlled TFC subset” is applied to all users in the cell, both existing users and users currently being admitted into the system and starting to transmit in the upcoming scheduling interval. 

· Explicit common signaling: the total rate expansion/reduction required in the cell, (R, is shared equally among the K users in the cell by mapping the rate adjustment per user, (R/K, to a corresponding adjustment of the “Node B controlled TFC subset”.

· Step-wise common signaling: If (R < 0, every user in the cell reduces the “Node B controlled TFC subset” by one TFCS. If (R > 0, every user in the cell expands the “Node B controlled TFC subset” by one TFCS.

If common signaling is used, the total rate reduction required in the cell, (R, is shared equally among the K users in the cell by mapping the rate adjustment per user, (R/K, to a corresponding adjustment of the “Node B controlled TFC subset”. This adjustment is applied to all users, both existing users and users currently being admitted into the system and starting to transmit in the upcoming scheduling interval. With explicit signaling, the “Node B controlled TFC subset” in all UEs can directly be set to the appropriate value, while step-wise signaling only allows for an expansion/reduction by a single TF.

If dedicated signaling is used, the users are ranked according to their uplink gain, including fast fading. Perfect knowledge of the uplink gain for all users is obviously an optimistic and non-realistic assumption. In a real system, the gains could, for example, be estimated by filtering the TPC bits or reports from the UEs indicating the instantaneously available transmit power. The updating of the “Node B controlled TFC subset” is in this case slightly different depending on whether explicit or step-wise signaling is used:

· Explicit dedicated signaling: If (R < 0, the “Node B controlled TFC subset” of UE with the lowest uplink gain is reduced corresponding to |(R|. If a reduction to the minimum set for that UE is not sufficient, the “Node B controlled TFC subset” of UE with the next lowest gain is reduced and so on. Similarly, if (R > 0, the UE with the highest gain gets its “Node B controlled TFC subset” expanded first, and, if expanding that UE’s “Node B controlled TFC subset” up to the TFCS is not sufficient, the process continues with the UE with the second highest gain and so on. Thus, the scheduling mechanism is somewhat similar to a max C/I scheduler in the sense it prioritizes UEs with favorable channel conditions.

· Step-wise dedicated signaling: Since a UE can expand/reduce the “Node B controlled TFC subset” by at most one step, the total rate change in the cell, (R, is mapped to a corresponding number of users, (N. The Node B then signals the (N users with the worst (if (R < 0)/best (if (R > 0) to reduce/expand their “Node B controlled TFC subset” by one step. If (N is larger than the number of users in the cell, every user reduced/expands their “Node B controlled TFC subset”.

3. Simulation Results

In Figure 1, the packet bit rate as a function of system throughput is plotted for the different scheduling algorithms considered. As seen in the plots, rate scheduling of 384k UEs allows for a similar system throughput as for the non-scheduled 64k case while offering the user a quality similar to the 384k non-scheduled case. Thus, main improvement is the improved user quality rather than a system improvement.

Comparing the two signaling mechanisms, dedicated and broadcast signaling, they seem to perform approximately the same under the assumptions used herein. This is an interesting result as broadcast signaling may incur less overhead and simpler implementation than dedicated signaling. Furthermore, it is seen that step-wise up/down signaling as implemented in the simulation setup cannot track the fast interference variations and performs worse than explicit signaling. Naturally, modifications to the step-wise signaling scheme could be envisioned, e.g., by allowing for an up/down command every slot instead of once per TTI or by using different step sizes to improve the possibility to follow rapid changes in the cell load, but evaluation of such modifications is beyond the scope of the current contribution.

It shall also be noted that k=0.2, used in Figure 1 was selected to fulfill the requirement of keeping the 90-percentile of the noise rise cdf at a target of 6 dB. Other design targets, e.g., 95-percentile, are of course possible, resulting in different k-values in the admission control.

Finally, note that the DPCCH power in these simulations was set assuming a maximum data rate of 384 kbit/s. At lower data rates, the relative overhead from the DPCCH is larger than if the TFCS was configured for a maximum data rate of 64 kbit/s. In the simulations considered herein, users disappear when they have delivered their data. However, in situations where the lowest data rates in the TFCS is used a significant amount of time, the relative higher DPCCH overhead may cause a reduction in system throughput.
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Figure 1: Packet bit rate as a function of system throughput for TU (top) and PedA (bottom) for different rate control schemes. Both 90-percentile (left) and 50-percentile (right) results are shown. The admission control used k=0.2, i.e., the cost of a rate-scheduled 384k user was estimated to equal a non-scheduled 64k user.

4. Conclusion

The performance of different rate scheduling schemes has been investigated. The results show that rate-scheduling offer a possibility for increasing the user bit rate while maintaining the same system throughput. It is suggested that the results above are captured in the TR [1].

5. References

[1] 3GPP TR 25.896, “Feasibility Study for Enhanced Uplink for UTRA FDD”

