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1.
Introduction
In [1] we proposed a scheme to reduce the false alarm.
A number of companies expressed desire to see a more detailed description of the proposed scheme for generating the PI positions before agreeing with that approach. In this document we describe a number of proposals in details and we compare their respective performance.

2.
Background

2.1
R’99 PICH Scheme

Each R’99 PICH frame is divided into a number of paging indicators. This number can be configured by the network and is indicated by Np. Np can take a value among: 18, 36, 72 and 144. This value also identifies the number of PICH bits that will be used to encode each paging indication. This number is equal to: 288/Np and therefore takes values in the group: 16, 8, 4, 2. 

The bits corresponding to a given paging indication are consecutive. The set of PICH bits corresponding to a given user change in a pseudo-random fashion among the Np possible positions based on the SFN (Cell System Frame Number). Therefore, depending on the frame being considered, a UE would need to decode a different set of bits to obtain the value of its PI. The position of these bits can be determined based on the frame SFN using the function (see [2]):
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Where PIoffset = (IMSI div 8192) mod Np. 

IMSI is a unique identity linked to the user subscription. This is specified in [3].

In addition to the position of the paging indication within a frame, R’99 defines the frames at which paging indications could be sent to a UE based on Paging Occasions (see [3]). These paging occasions occur at fixed time intervals defined based on the UE DRX cycle. The offset of this DRX cycle is a function of the user identity, in a similar way as the value of PI (see above).
2.2
Limitations
This scheme has some basic limitations that make it useless for the purpose of achieving decoding diversity on consecutive frames. The positions generated by the formula:
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have some specific characteristics. First of all, they are the same for all users, independently of their IDs. Secondly, only a subset of possible positions are included in the sequence. Because of the multiplication by 18, the positions are actually all offset by either 
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Consider the case of Np=36, PIoffset=5 and IMSI=928347 (picked randomly):

	SFN
	q

	1
	4

	2
	9

	3
	13

	4
	18

	5
	22

	6
	27

	7
	31

	8
	4

	9
	9

	10
	13

	11
	18

	12
	22

	13
	27

	14
	31

	15
	0

	16
	9

	17
	13

	18
	18

	19
	22

	20
	27

	21
	31


The series has a long period, but the same numbers keep coming up.

If we want to increase the number of sequences and reduce the correlation of collisions, it is necessary to take the service ID into account in the sequence generation and allow all the positions to arise in all the sequences.
3.
Alternative schemes
3.1
Simple Hashing Solution
This solution derives directly from the R’99 formula, but attempts to address the problems pointed out above. We define the following: G = 216, and 
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G was selected as a relatively large power of 2 and C was selected so that C and G are relative primes. The choice of G results from a tradeoff between computational complexity and the probability of default collisions between the NI symbols.  Default collisions mean that the two NI codeword sequences always share the same positions. 

First, we calculate PIoffset  based on the MBMS service ID according to:
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 is any function that maps MBMS_SID to a binary number of length 
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 bits, with equal probability of 0s and 1s. For example, 
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 could be defined as  
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Next, we calculate the PI position within the frame as:
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where 
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 represents the bit-wise XOR operation. 
This scheme preserves some of the elements of the old scheme. The scrambling of the function of SFN with a function of the service ID ensures that different services will be associated with different NI sequences. Similarly, the use of C and G ensure that all positions are equally likely to be allocated for each service.

From a complexity point of view, this hashing function has the advantage that it can be used directly based on the SFN value, i.e. it does not require clocking a PN generator. It would simply require four additions, two multiplications and a few truncations.

3.2
Improved Hashing Scheme

This scheme uses the same principle as the previous one. Except, in this case we are doing an additional multiplication by C instead of using the hashing based on offset values of the SFN.
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3.3
PN generator based scheme

This method has been initially suggested in [1].  In this section we provide more detail of a possible implementation. 

Again, we would use the variables G and SVC_MASK as described in Section 3.1.  (Note that the multiplicative hash factor C is not used here.)  The MS and BS would both run a 16 element shift register with the same generating polynomial. At each roll-over of the SFN the shift-register state will be reset. Note that the shift register contents at any time are not MS or MBMS_SID specific. It is therefore not necessary for the UTRAN to run multiple PN generators.
The symbol position will be selected using the formula: 
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In this formula, r is an intermediate 16 bit binary number, which will be determined based on 16 successive states of the PN shift register. Each bit in this number will be determined by the following operation:

· Clock the PN generator.

· Perform a bit-wise AND operation between the state of the shift register and the SVC_MASK .
· Perform a Mod2 summation across all the bits of the resulting 16 bit number.

It is therefore necessary to clock the PN generator 16 times to generate r. It is also of course necessary to bring the PN generator to the right offset to account for DRX cycles.
4.
Simulations
4.1
Description
Simple simulations were carried out to compare the solutions described in this contribution.  To make the results the most useful, we tried to use the same assumptions as in [1], to the extent possible.  

The simulations consist of 105 runs, each run modeling events in 
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 consecutive frames.  System time (SFN) was modeled as continuous, i.e. SFN was incremented by 1 between consecutive frames within a run, and it was incremented by 
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 between the first frames of consecutive runs.  

For each run, two sets of SVC_MASK values were randomly chosen: 

1. The first set, 
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, consists of 
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 distinct SVC_MASK values, each corresponding to one of the MBMS_SID’s the MS is subscribed to.  It is assumed that none of these 
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 services carry active PI indicators.  

2. The second set, 
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, consists of 
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 distinct SVC_MASK values, which correspond to all the MBMS_SID’s that carry active PI indicators in the current frame.  

Note that 
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 and 
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 are constant within a run, and there is no correlation between the sets selected for different runs.  Note also that  
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 have no common elements.  

Within a run, for each of the 
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 frames, we compute (according to Eq. (2), Eq. (3), or Eq. (4) ) the symbol positions corresponding to all SVC_MASK values contained in 
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 and 
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.  We declare the frame to be in collision, if any possible pairs of SVC_MASK values between 
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 and 
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 (i.e. one value taken from  
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, the other from 
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) are hashed to same symbol position.  

For each run, we count the frames that are in collision.  If the number of frames in collision is greater than or equal to 
[image: image33.wmf]1

-

samples

N

, we declare the run a collision event.  

Counting all the runs, we determine 
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 as the relative frequency of the collision events.  

Note that the following parameter values were used in the simulations: 

· 
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[image: image36.wmf]16

2

=

G


· 
[image: image37.wmf]5

=

samples

N


· 
[image: image38.wmf]10

=

subs

N


· Primitive polynomial for the PN-based hashing:  x16 + x12 + x3 + x + 1 

4.2
Results

With carrying out the above steps, we obtained the results summarized in Table 1. 
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	Without Randomization
	38.4%
	62.2%
	86.6%
	94.4%

	Simple Randomization (3.1)
	7.7%
	16.5%
	38.1%
	57.8%

	Improved Randomization (3.2)
	0.14%
	0.84%
	6.39%
	19.6%

	PN-Based Randomization (3.3)
	0.02%
	0.36%
	4.68%
	16.1%

	Ideal Randomization
	0.03%
	0.33%
	4.63%
	16.5%

	Theoretical Value
	0.03%
	0.41%
	6.69%
	26.45%


Table 1 Collision Event Probabilities

The theoretical values shown in the last row of  Table 1 were obtained using the equations in [1], and they are using the estimate: 
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Note that these theoretical values are not quite correct for high 
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 values, because the effective 
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 is reduced by the collisions among the active indicator symbols, so that 
[image: image50.wmf]p

active

load

N

N

EffectiveP

/

<

.  
The cases where the PN-sequence based scheme performs better than the ideal randomization are likely due to statistical uncertainties.

4.3
Analysis

We can observe a few things from the results:

· All schemes perform significantly better than the case without any randomization

· PN-based randomization gives results that are very close to ideal randomization across MICH loading levels.

· The simple randomization scheme performance is significantly worse than the ideal.
· The improved randomization scheme performs a bit worse at low loads, but as the load increases the performance is very comparable.
5.
Proposal

We provided a number of alternatives with varying levels of complexity and performance. The PN-sequence based scheme gives the best performance but, because of the sequential nature of PN generators, would likely result in more complexity. 
From the simulation results, it appears that the best tradeoff between performance and complexity is offered by the Enhanced Hashing scheme described in section 3.2. We therefore recommend to adopt the scheme described in section 3.2 as a basis for the NI mapping on the MICH.
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