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1 Introduction
This contribution presents a detailed description of various node-b scheduling method used in system level simulation.
2 Scheduling mechanisms
Scheduling mechanism for performing scheduling is described in this section. 
General assumptions are as follows.

· The only downlink best cell performs the scheduling for SHO UE
· Scheduling is performed at every scheduling period corresponding to TTI.
· Node-B can control the maximum TFC to all UEs based on their reporting and available capacity. 

· The signalling method the maximum TFC and reporting method can be defined based on each scheduling scheme.
· A pre-specified maximum load is used by the scheduler.
The simple procedures between UE and node-B corresponding to each scheduling method are summarized as following.
· Rate scheduling
- UE transmits the rate request message. At every TTI, if UE want to increase the data rate than current data rate, UE transmits the UP indicator and otherwise, UE transmits the DOWN indicator.
- All node-B performs the step-wise adjustment for maximum allowable TFC of UE based on following procedure.
1. Update UE request information

2. Prioritize UEs in the cell 

3. Allocate resource for each UEs

4. Indicate the data rate using rate grant message: UP/DOWN/KEEP
- UE increase /decrease/remain the maximum allowable data rate based on the rate grant message(UP/DOWN/KEEP). And UE transmits the E-DCH data under the maximum allowable data rate.
· Time scheduling
- UE transmits the buffer status information when new data occured in buffer.

- All node-Bs perform the greedy filling to all UEs based on following procedure.

1. Update UE status information

2. Calculate the maximum TFC allowed in TFCS 

3. Prioritize UEs in the cell

4. Allocate resource for each UEs 

- UE sets the maximum allowable data rate with data rate included in scheduling assignment message if UE receives this message. 

· Rate scheduling with fast ramping
Detailed philosophy for rate scheduling with fast ramping is described in [2].

- UE transmits the buffer status information when new data occured in buffer.
- All node-B performs the greedy filling to some UEs. It means high data rate can be allocated to UE which transmits the buffer status information or no data rate can be allocated to UE which has no data in buffer. Node-B performs the step-wise adjustment for maximum allowable TFC for remaining UEs based on following procedure.
1. Update UE status information

2. Calculate the maximum TFC allowed in TFCS 

3. Prioritize UEs in the cell

4. Allocate resource for each UEs 

- UE changes the maximum allowable data rate with scheduling assignment message if UE receives this message. Otherwise, UE updates the maximum allowable data rate with rate grant by one step.

3 Detailed Node-B scheduler description

To allocate the resource to E-DCH UEs, Node-B performs scheduling operation as following description.
3.1 Rate scheduling
Update UE request information
UE reports its status to Node-B if it can increase data rate based on the current data rate or not by using 1-bit rate request (RR) in rate scheduling. So, Node-B should calculate the actual data rate from differential 1-bit RR.

At kth scheduling timing, actual requested data rate of nth UE, 
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where, 
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 is data rate which is transmitted at previous HARQ process. 
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means the data rate which UE can transmit without scheduling and if there is no autonomous data rate is allowed, 
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is set with 0kbps.
Priority function
To maximize throughput while maintaining certain fairness among users, a proportional fair scheduler is used. At each scheduling period, the scheduler calculates the priority for each UE based on the rate request and the previously allocated data rate. Then the UEs are sorted by their priorities, with the UE with the highest priority scheduled first. 
For rate control approach, the priority of the 
[image: image6.wmf]n

-th UE at frame 
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 is given by
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 is the active set size of the 
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 are the fairness factor which is used for controlling the fairness of scheduler.
The average rate allocated 
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Resource Allocation 
When transmitting with rate
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, the load contribution of mobile 
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 to cell 
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 is
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At frame k, each cell 
[image: image32.wmf]i

 does the follows for all cells 
[image: image33.wmf]j

:

1. Calculate the available capacity of all cells for rate scheduling.
For those UE which is included in cell j as active-set but not best downlink cell, we assume their load contribution to cell 
[image: image34.wmf]j

 doesn’t change, i.e.,   
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 as the non-serving cell.
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 as serving cell and will be retransmitting in the next scheduling period. 

Rate scheduling controls 1 step-wise based on previous data rate. It means all UE will transmit at least 1step reduced data rate and resources corresponding the reduced data rate should be reserved. So, available capacity for scheduling is calculated as 
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 is the set of mobiles that have cell 
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 as the serving cell and will start a new transmission in the next scheduling period.
2. Prioritize all the mobiles in
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3. The data rate of UE at the nth position in the priority list is controlled by:
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 If there is no solution to the above equation, 
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. The grant message is a translation of the of 
[image: image49.wmf])

,

(

k

n

R

grant

 as follows,


[image: image50.wmf]ï

î

ï

í

ì

-

<

-

=

-

>

=

)

1

,

(

)

,

(

 

if

)

1

,

(

)

,

(

 

if

)

1

,

(

)

,

(

 

if

)

(

k

n

R

k

n

R

DOWN

k

n

R

k

n

R

KEEP

k

n

R

k

n

R

UP

k

G

grant

grant

grant

n


4. The available capacity is updated accordingly as follows:
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5. n = n+1; if n < total number of UEs in the list, Go to Step 3, otherwise, stop.
3.2 Time scheduling

Buffer status information update
An UE requests resource allocation by transmitting the scheduling information update message. Scheduling information update message conveys the information of the UE tx power status and buffer status. The scheduling information update message is triggered at the timing when new data arrives at buffer.
Associated with each UE, the scheduler stores estimate of UE’s queue size (
[image: image52.wmf]Q

) .
1. The buffer size estimate 
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 is updated after any of the following events happen:

- An buffer status message is received with propagation and processing delay. 
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is updated to:
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= amount of data reported in buffer status message

· After each E-DCH data decoding, the buffer information is updated as:
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is the data transmitted in the last TTI, after discounting the physical layer overhead and RLC zero bits padding. 
Calculation of the request data rate from scheduling information update message
Since UE transmits the scheduling information update message, node-b scheduler has to calculate how much UE want to be assigned to transmit the E-DCH. It means the requested data rate is calculated by scheduler not by UE.
At kth scheduling timing, actual requested data rate of nth UE, 
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First term means 
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 that maximum data rate allowed that the UE can support given its power limit. Second term means that maximum data rate can transmit the data in buffer but it is more than amount of data.  

Priority function
The priority of the 
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-th UE at frame 
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 is given by
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 is the active set size of the 
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 are the fairness factor which is used for controlling the fairness of scheduler. 
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The average rate allocated 
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Resource Allocation 
Load calculation: when transmitting with rate 
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, the load contribution of UE 
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 to cell
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At frame k, each cell 
[image: image88.wmf]i

 does the follows for all cell 
[image: image89.wmf]j

:

1. Calculate the available capacity of all cells for rate scheduling.
For those UEs which included in cell j as active-set but cell j is not best downlink cell, we assume their load contribution to cell 
[image: image90.wmf]j

 do not change, i.e.,   
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 as the non-serving cell.
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 as serving cell and will be retransmitting in the next scheduling period. 
Time and rate scheduling can assign any data rate under the allowed maximum data rate of each UE. It means all UE will transmit at least autonomous data rate if there is no scheduling assignment for specific UE. 
So, scheduler just reserves the resource corresponding autonomous data rate. So, available capacity for scheduling is calculated as 
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 as the serving cell and will start a new transmission in the next scheduling period. 

It is noted that if autonomous data rate is not defined, autonomous data rate is same with 0kbps.
2. Prioritize all the UE in 
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3. The data rate of UE at the nth position in the queue is controlled by:
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If there is no solution to the above equation, 
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4. The available capacity is updated accordingly as follows:
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5. n = n+1; if n < total number of UEs in the list, Go to Step 3, otherwise, stop.

 
 6.      Node-B indicates the 
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3.3 Rate scheduling with fast ramping

Buffer status information update
An UE requests resource by transmitting the scheduling information update message. Scheduling information update message conveys the information of the UE tx power status and buffer status. The scheduling information update message is triggered at the timing new data arrives at buffer.

Associated with each UE, the scheduler stores estimate of UE’s buffer size (
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2. The buffer size estimate 
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 is updated after any of the following events happen:

- An buffer status message is received with propagation and processing delay. 
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is updated to:
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= amount of data reported in buffer status message
· After each E-DCH data decoding, the buffer information is updated as:
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is the data transmitted in the last TTI, after discounting the physical layer overhead and RLC zero bits padding. 
Calculation of the request data rate from scheduling information update message
Since UE transmits the scheduling information update message, node-b scheduler has to calculate how much UE want to be assigned to transmit the E-DCH. It means the requested data rate is calculated by scheduler not by UE. 

The requested data rate is calculated as following:
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First term means 
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 that maximum data rate allowed that the UE can support given its power limit. Second term means that maximum data rate can transmit the data in buffer but it is more than amount of data.  

Priority function
The priority of the 
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-th UE at frame 
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 is given by
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 is the active set size of the 
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Resource Allocation 

When transmitting with rate 
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At frame k, each cell 
[image: image140.wmf]i

 does the follows for all cell
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1. Calculate the available capacity of all co-site Node B for rate control.
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The available capacity for rate control is computed as
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3. The data rate of UE at the nth position in the queue is controlled by:
If there is no remaining data in buffer,
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If there is no solution to the above equation, 
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The grant message is a translation of the of 
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4. The available capacity is updated accordingly as follows:
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5. n = n+1; if n < total number of UEs in the list, Go to Step 3, otherwise, stop.
6. Node-B indicates it using scheduling assignment message in case of 
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, otherwise, Node-B uses the 1-step rate grant message.
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