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1 Introduction
In this contribution, the performance of rate scheduling schemes (with and without fast ramping) is evaluated with some traffic models under the system level simulation. From the previous discussion, major drawback of rate scheduling seems to be relatively large ramp up delay. 
This document focuses on the delay property of rate scheduling with and without fast ramping. For clear comparison of delay, bursty data traffic, such as FTP with TCP and Near Real Time Video model are used for the simulation.
2 Simulation assumption
General simulation assumptions are listed in Table 1. MCS tables and simulation methodology can be found in [1].
Table 1: 
General simulation assumptions
	Parameter
	Configuration

	Layout
	19 Node-B, 3-cell wrap-around layout

Site to site distance = 2800 m

	Channel model
	Mixed (PA3 30%, PB3 30%, VA30 20% and VA120 20%) 

	Traffic model
	NRTV [1]

	
	FTP (using TCP)

TCP ACK/NACK delay components

Symbol

Value

1
Determined by uplink throughput

2
Exponential distribution 

Mean = 50 ms.

3
Lognormal distribution

Mean = 50 ms

Standard deviation = 50 ms

4
Constant

= 0 ms, if packet is not in error after all physical layer retransmissions

= 200 ms, else



	Node-B Receiver
	Rake (2 antennas per cell)

8 fingers per UE (finger assignment as in Table A-6 in [1])

	#UE per cell
	Various

	UE timing
	Time aligned (no offset between users)

	Duration
	100s + 10 s warm-up 

	HARQ
	Max # of transmissions = 4

# of HARQ processes = 5

Re-transmission delay = 10 ms

Ack/Nack errors = 0%

	Scheduling Type
	Rate scheduling with/without fast ramping as described in [5], [6].
Decentralized Node-B scheduler with 1 serving cell per UE = best DL (same as HSDPA serving cell).
All cells in UE’s active set send ACK/NAK.
Target Load for each cell is 0.45.

	Scheduling delays
	E-DCH
Period

2 ms

Uplink SI delay

10 slots

DL Grant delay

1 slot



	Power control
	Outer loop driven by 1% BLER on DCH (ZTB)

Inner loop error rate = 4%

	DCH
	ZTB: 0kbps with CRC (gain factor= 5/15)

	E-DCH
	E-TFC selection:

Similar to R99 TFC selection. UE MAC decides upon the E-DCH TFC in SUPPORTED_STATE and EXCESS_POWER_STATE every radio frame. The parameters {x, y, z} are set to {15, 30, 30} as in Rel‑99.

	E-DPCCH
	Not included

	SHO restriction
	When in SHO E-TFS is restricted up to effective data rate of 512kbps.


3 Simulation results
3.1 General Assumption

The Node B performs the scheduling algorithm described in [5]. From the Full buffer simulation result which is shown in [7], the proper target load value for rate scheduling is about 0.45. Traffic model simulation is done with this value for Node B scheduling.
3.2 Near Real Time Video Model

Figure 1 shows the packet delay of video traffic according to various UE numbers per cell.
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Figure 1: 

Average Packet Delay of NRTV model
Near real time video model is the continuously bursty traffic. The data rate of each traffic is 64Kbps. So even there are 10 UEs per cell, the system load is not fully used since the system throughput is much larger than 640Kbps. So the resource allocation is much enough in each scheduling period and the packet delay difference between two schemes can be increased.
3.3 FTP
FTP model illustrated in TR [1] is the transmission of big size file with big reading time. This model seems not so suitable for E-DCH case since the large file transferring is not so often in uplink. Just small size file uploading can use the FTP such as E-mail attachment or picture upload. So we use the following model described in table 2 for FTP case. Of course, TCP algorithm (three way handshake mechanism and exponentially increasing congestion window size by factor 2) described in the TR was modelled in this simulation.
Table 2: 
General simulation assumptions
	Upload file size
	Truncated lognormal; lognormal pdf:
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Min = 0.5 kbytes

Max = 500 kbytes

If the value generated according to the lognormal pdf is larger than Max or smaller than Min, then discard it and regenerate a new value.

The resulting truncated lognormal distribution has a mean = 19.5 kbytes and standard deviation = 46.7 kbytes

	File inter arrival time
	1 sec
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Figure 2: 
Average Packet Call Delay of FTP model
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Figure 3: 
Average Packet Delay of FTP model
Above figures show that the packet delay and packet call delay can be reduced by 5~10% when fast ramping is applied. Without fast ramping, the bigger ramp up delay makes each packet delay larger, which makes the total packet call delay increase.
4 Conclusion

In this contribution, simulation results show that the fast ramping operation can reduce packet call delay or packet delay compared to the step-wise rate scheduling. This is because it can avoid the long ramping up delay which could usually occur in step-wise rate scheduling.
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