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Introduction

During the study item phase, several techniques were considered for enhancing the uplink performance [2], resulting in an agreement to consider hybrid ARQ, Node B controlled scheduling and a short TTI in the work item phase [1].

Extensive simulations were carried out in the study item phase to evaluate the benefits of the various enhancements considered. Compared to R99/Rel4/Rel5, improvements in the order of 50%-70% increase in system capacity, 20%-55% reduction in end-user packet call delay and around 50% increase in user packet call throughput was seen. These numbers are based on the simultaneous use of Node B controlled scheduling, hybrid ARQ with soft combining and a short 2 ms TTI and it is important to keep in mind the interaction of these three techniques to obtain the gains quoted above. It is also worth pointing out that improved uplink performance can benefit the downlink traffic as well due to the feedback mechanisms in TCP, although this aspect was not studied in the study item phase.

This contribution aims at summarizing the benefits found with a short (2 ms) TTI and motivate why a short TTI is desirable for the enhanced uplink.

Impact of TTI on the total delay

When discussing the TTI length it is important to remember that not only the TTI length itself affects the total delay. The TTI alignment (random waiting time until the next TTI starts) needs to be considered and is in average one half of the TTI. Further, parts of the physical layer processing time (e.g. coding and decoding) are proportional to the TTI. 

The total TTI dependent delay, consisting of TTI alignment, Uu transmission delay, and encoding/decoding delays, can be in the order of 2.5-3.5 times the TTI length. Note that even though the encoding and decoding times are proportional to the TTI, their absolute values are implementation dependent. If the TTI is reduced from 10 ms to 2 ms the gain in delay equals 20-28 ms with the assumptions above.

Benefits with a short TTI

Employing a short 2 ms TTI for the enhanced uplink has several benefits when supporting packet data applications.

· Reduced delays. A shortened TTI will allow for a substantially reduced end-to-end delay, resulting in an improved end-user service experience. This is true for both uplink and downlink traffic since the performance of e.g. TCP applications is dependent on the round trip time rather than the one-way delay. Reduced delays are also important for several non-TCP based applications, e.g., interactive gaming. In general, a reduction of the round trip time in the order of 20-28 ms is significant when end-to-end delays in the order of 30-80 ms are targeted, which are fully realistic values as discussed in Appendix A.
· Improved end-user performance.  For TCP based applications, a reduced round-trip time is required to enable the utilization of high data rates. A brief background on the relation between RTT and TCP performance is found in [4]. Simulations of TCP based applications performed during the study item phase and summarized in Appendix B shows an overall improvement of 20%-35% from a reduced TTI without increasing the uplink data rate and 30%-50% improvement if the TTI is reduced and the data rate is increased simultaneously. Furthermore, quadrupling the data rate without changing the TTI results in similar gains as reducing the TTI without increasing the data rate. Note that there is a significant difference in coverage between the two methods and a reduced TTI will thus benefit a larger number of users than an increased data rate. Furthermore, in Appendix C, system simulation results are presented, showing that the TTI length does limit the end-user data rate achievable. With a 10 ms TTI, the end-user data rate for the scenario studied is limited to less than 400 kbit/s, while with a 2 ms TTI, data rates in the order of 830 kbit/s are achievable. Finally, note that a reduced uplink delay not only benefits uplink data transmissions, but also downlink transmissions due to the faster TCP roundtrip. Simulations shown in Appendix B indicate around 30% decrease in downlink object transfer time for HSDPA due to the reduced uplink delays from a 2 ms TTI on the E-DCH.
· Faster hybrid ARQ retransmissions. By shortening the TTI, hybrid ARQ retransmissions will be significantly faster. With a 10 ms TTI, at least 3 hybrid ARQ processes are required, resulting in a hybrid ARQ roundtrip time of at least 30 ms. This can be compared with a typical value of less than 12 ms for a 2 ms TTI (6 processes, a number than is will be reduced as implementations improve). A short hybrid ARQ roundtrip time is important if the gains of hybrid ARQ are to be fully exploited. If the roundtrip time is too large, retransmissions will be costly and must be avoided. This will result in reduced tolerance for unpredictable interference variations, reduced robustness to power control errors, and call for larger power margins. As a result, the capacity will be degraded and performance suffers.
· Improved system capacity. Capacity can be improved by using hybrid ARQ with soft combining for implicit link adaptation, i.e., targeting more than one transmission attempt and rely on the hybrid ARQ mechanism to fine-tune the amount of energy required for successful decoding [2]. This way of using the hybrid ARQ benefits strongly from a reduced hybrid ARQ roundtrip time. Note that the increase in system capacity is a consequence of improved link efficiency, i.e., a certain data rate can be obtained at lower Eb/N0. This gain can also be used to improve the coverage of a certain data rate. There is no need to mandate a certain operating point for the hybrid ARQ mechanism in the specifications, but by reducing the hybrid ARQ roundtrip time, there is a possibility for the operator to set the appropriate system parameters to improve the system capacity. Some examples of the capacity gain and interference reductions with 2 ms TTI are shown in Appendix D. 
· Reduced interference variations. The use of a shorter TTI will lead to significant reduction in interference variations, in addition a lower interference level in general, as shown in [2] and for convenience recaptured in Appendix D. This translates into a more stable system operation and reduced outage probability for voice users. The reduction in noise rise for a given system throughput can be translated into a coverage improvement.

· Reduced buffering requirements. For a given data rate, the buffering requirements are smaller for a shorter TTI. This is a benefit from an implementation point of view, especially taking into account the relatively high data rates possible to support with the enhanced uplink. The required buffer sizes were computed during the study item phase and the results in [2] are also found in Appendix F for convenience.
Discussion on delay assumptions

In the evaluations during the study item phase it has been found that the performance gain related to improved end user performance is dependent on the delay assumptions for the rest of the network. It is clear that the importance of a delay reduction in the order of 20-28 ms from a shortened TTI depends on the other delays in the network.

It should be pointed out that even if some early WCDMA networks may experience a relatively large delay, this delay will be reduced over time. It should be considered that:

· Network implementations are continuously improved and the implementation dependent delays (processing delays) will reduce over time.

· When E-DCH is used in combination with HS-DSCH, the transport and core network anyway need to be dimensioned with a rather high capacity link to achieve sufficient performance. This will mean that the network delays will be lower than for R99 based systems. .

· When E-DCH is used in combination with HS-DSCH, no delay related to frame synchronization for soft handover is needed, which otherwise will be a cause of a significant delay.

· In scenarios where the server (or proxy) is located in the operator’s network, e.g., e-mail services, operator portals, or operator-run MMS printing services, the CN delay to the server is very small.

Considering the round trip times measured in existing WCDMA systems and taking the above issues into account, there is no reason why the end-to-end round-trip-time in future network deployments will not be in the order of 30-80 ms with a 2 ms TTI. A detailed breakdown of the delays is shown in Appendix A.

Conclusions

The introduction of a short TTI will lead to significant benefits, both from an end-user perspective and from a network perspective. With the expected increase in demanding packet data applications, it is crucial to design the enhanced uplink such that it is prepared to meet the future demands in an efficient way. It is therefore strongly recommended to adopt a 2 ms TTI for the E-DCH, preferably as the only TTI supported for E-DCH or, alternatively, in addition to a 10 ms TTI.
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Appendix A. Delay breakdown of round trip time

The delays discussed in Section 4 consist of the components shown in Figure 1. The values of the different delay components are shown in Table 1. The values are chosen to reflect a good but not unrealistic system implementation achievable in a few years time. 
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Figure 1: Delay model. Yellow-colored boxes denote delays affected by the choice of uplink TTIUL.

Table 1 Delay breakdown of system round trip time

	Parameter
	Value
	Comment

	UE uplink processing delay, L2 and L1
	2.5 ms + TTIUL + 0.5(TTIUL
	TTI alignment is on average 0.5(TTIUL 

	Uu delay, uplink
	TTIUL
	2 or 10 ms 

	Node B, uplink processing
	2.5 ms  + TTIUL
	

	Iub and RNC delay
	3 ms (3 hops assumed)
	Identical delays in UL and DL assumed. No need for frame sync delay

	Node B, downlink processing
	3 ms
	

	HS-DSCH scheduling delay
	3 ms
	Median scheduling delay for low load is insignificant [3]

	Uu delay, downlink
	2 ms
	HS-DSCH is assumed

	UE downlink processing delay, L1 and L2
	4.5 ms
	

	Internet Delay
	Low and high delays approximated by 0 or 50 ms, respectively.
	0 ms correspond to the case with a server in the operators network


Appendix B. TCP end-user performance results

The impact on the end-user object transfer delay from a reduced TTI has been evaluated by simulating a TCP-based application using the delay model in Section Appendix A. The remaining parameters are found in Table 2. The results for four different uplink configurations ([10 ms TTI and 384 kbit/s data rate]; [2 ms, 384 kbit/s]; [10 ms, 1.536 Mbit/s]; [2 ms, 1.536 Mbit/s]) are found in Figure 2.

Table 2: Simulation parameters.

	Parameter
	Value
	Comment

	TCP traffic model
	Similar to appendix A.5 in [2]. Truncated log-normal packet size (max 25 kbyte, median 5 kbyte, average 17.2 kbyte). MTU 1500 bytes, delayed ACKs.  No PPP framing. 
	

	RLC configuration
	AM, PDU size 320 bits (256 bits used for 384kbit/s with 2 ms TTI), status prohibit timer set to RLC RTT, poll timer set to RLC RTT+2*TTIUL
	The RLC configuration used was found to give good performance and represents a reasonable setting in a realistic network. The probability of RLC retransmissions is assumed to be 1% or 10%, representing two different uplink BLER targets.

	(E-)DCH uplink
	TTIUL=2 or 10 ms. Data rates of 384 kbit/s or 1.536 Mbit/s. 1% and 10% RLC PDU retransmission probability.
	

	HS-DSCH downlink
	Standard-conformant hybrid ARQ protocol. 6 hybrid ARQ processes. Pr{ACK(NAK}=10-2, Pr{NAK(ACK}=10-4. Error-free CQI measurements, 4ms delay. 3GPP TU at 3km/h. Initial retransmission target set to 10%.
	The HS-DSCH data rate is approximately 2 Mbit/s on average.

	Delay model
	As given in Appendix A.
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Figure 2: Average object transfer delay for the different configurations.

In Figure 3, the downlink object transfer delay for TCP-over-HSDPA is illustrated for two different uplink TTI values, 2 ms and 10 ms. Two cases are illustrated, 5 kbyte and 15 kbyte fixed size packets. The other assumptions are given in Table 2.


[image: image3.wmf] 



 EMBED Word.Picture.8  [image: image4.wmf] 


Figure 3: Distribution of downlink object transfer time for two different uplink TTIs.

Appendix C. User packet bitrate vs radio bearer data rate

The achievable user packet bitrate as a function of the radio bearer data rate for 2 ms and 10 ms TTI has been obtained from a multi-cell system simulation using the parameters in Table 3. The results are found in Figure 3.

Table 3: Simulation assumptions 

	Parameter
	Value
	Comment

	Deployment and propagation
	Multiple cells, 500 m cell radius.   3GPP Typical Urban, 3km/h. Perfect own-signal interference cancellation. Maximum UE power 21 dBm. Outer and inner loop power control.
	

	TCP traffic model
	Similar to appendix A.5 in [2]. Fixed object sizes 5 kbytes. TCP maximum segment size 1460. Initial congestion window size 3. No PPP framing. 
	

	RLC configuration
	Simplified RLC model
	RLC retransmissions rarely occur. Virtually all retransmissions handled by the hybrid ARQ mechanism.

	HARQ configuration
	5 HARQ processes for 2 ms TTI. 3 HARQ processes for 10 ms TTI. HARQ retransmission rate 10%. Chase combining. RLC retransmission when the number of transmission attempts exceeds 5.  
	

	(E-)DCH uplink
	TTIUL=2 or 10 ms. Data rates in the range of 128 kbit/s to 4 Mbit/s. 
	

	Delay model
	As given in Appendix A. Internet delay 0 ms and 20 ms. 
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Figure 4: User packet bitrate as a function of the radio bearer rate.

Appendix D. System performance

Below, the system performance with 2 and 10 ms TTI compared to a Rel5 uplink is illustrated. Simulation assumptions are found in Table 4 and the corresponding performance results in Figure 4 and Figure 5. Note that these particular results do not include scheduling/rate control.

Table 4: Simulation assumptions

	Parameter
	Value
	Comment

	Traffic model
	Mix of MMS and e-mail (12.7 kbyte and 60 kbyte, respectively). TCP modeled. 
	

	Deployment
	Seven three-sector sites, cell radius 500m. 3GPP TU3 channel model. 
	

	Delay model
	Similar to Appendix A. High internet delay (50 ms).
	

	Admission control
	Tuned for a 95-percentile noise rise of 7 dB.
	

	Scheduling
	No scheduling or rate control is modeled.
	

	Uplink configurations
	Rel5: 10 ms TTI, no HARQ, 320 kbit/s, 1% BLER target
	

	
	10 ms E-DCH: 10 ms TTI, 3 HARQ processes, 640 kbit/s initial data rate, 1% residual BLER after 2 transmission attempts
	

	
	2 ms E-DCH: 2 ms TTI, 5 HARQ processes, 1280 kbit/s initial data rate, 1% residual BLER after 4 transmission attempts
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Figure 5: Noise Rise vs System Throughput.
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Figure 6: Packet bitrate (95-percentile, “best” users) vs system throughput (left), .packet delay (90-percentile, “worst” users) vs system throughput (right).

Appendix E. System Performance Results from TR 25.896

Below, some results from the study item report, TR25.896, are recaptured for convenience. The full set of results and the corresponding simulation assumptions can be found in Section 9.4.1 in [2].
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Figure 7: System capacity (left plot, Figure 9.4.1.1.1 in [2]) and noise rise overshoot (right plot, figure 9.4.1.1.4 in [2]) for 2 ms and 10 ms TTI. Mixed channel models, full buffer results, data only.
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Figure 8: Average packet call delay for gaming, FTP, and video users for 2 ms and 10 ms TTI (figures 9.4.1.2.5 to 9.4.1.2.7 in[2]). Mixed channel models, traffic models, data only.
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Figure 9: Voice outage with 2 ms and 10 ms TTI (figure 9.4.1.3.3 in [2]). Mixed channel models, mix of data and voice, full buffers.

Appendix F. Buffering requirements from TR 25.896

The amount of buffering in the Node B (per UE) and in the UE for different TTI values and number of hybrid ARQ processes were computed during the study item phase and captured in TR25.896. These results are shown below for convenience.

Table 5: Node B soft buffer size (kilo soft symbols) per UE, for some example values of N (number of HARQ processes) and TTI lengths.

	
	N=4, TTI=10 ms
	N=3, TTI=10 ms
	N=8, TTI=2 ms
	N=6, TTI=2 ms

	BPSK, SF=4
	38.4
	28.8
	15.36
	11.52

	QPSK or 2*BPSK, SF=4
	76.8
	
57.6

	30.72
	23.04

	8PSK or 3*BPSK, SF=4
	115.2
	86.4
	46.08
	34.56

	2*QPSK or 4*BPSK, SF=4; 
or QPSK, SF=2
	153.6
	115.2
	61.44
	46.08


Table 6: Reordering buffer size (kB) per UE, for some example values of N (number of HARQ processes) and TTI lengths

	User data rate
	N=4, TTI=10 ms
	N=3, TTI=10 ms
	N=8, TTI=2 ms
	N=6, TTI=2 ms

	384 kbit/s
	4.8
	3.36
	2.1
	1.5

	768 kbit/s
	9.6
	6.72
	4.2
	3.1

	1 Mbit/s
	12.5
	8.8
	5.5
	4.0

	1.5 Mbit/s
	18.8
	13.1
	8.3
	6.0
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