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Introduction

At RAN2#42, the following decisions regarding HARQ used for E-DCH were made:

· Use of  "Stop and Wait" HARQ like with HSDPA

· Use of Synchronous ACK/NAK

The following points still remained open for discussion:

· The number of processes to use.

· Should the processes be scheduled synchronously or asynchronously.

The paper highlights different views on the open points.

General Aspects of Processes

It should be noted that a process is not only related to a transmission entity but is in addition related to a certain amount of physical memory, which consists of hard bit memory in the transmitting UE and soft bit memory in the receiving NodeB. The number of HARQ processes available in both UE and NodeB will be constrained by memory limitations.  This may impact multiplexing of different services and efficient QoS provision:

· The stop and wait mechanism inherently introduces gaps in the transmission for a particular process, which are necessary for processing received data and sending ACK/NAK. The length of this gap will depend, amongst other things, on the processing capability of the receiver. Continuous transmission can of course be supported by increasing the number of HARQ processes.

· Once data is transmitted by a particular process, this process will be occupied until the data is received correctly and the process is free for new data. The minimum process time, i.e. the time before a process can be reused, depends on the processing time as described above. If retransmissions are required then this time is increased by integer multiples of this minimum time. Even, if the targeted average number of retransmissions will be approx. 1.2, it could happen in case of bad channel conditions and a certain number of processes running for continuous transmission, that the E-DCH would be blocked for a while for a higher priority service, if it were not possible to start immediately with a free process for this service.

One method to overcome this situation is to abort a process, mark its data as not transmitted in the UE and discard its data in the NodeB HARQ buffer and restart the process for the new service.

Another method will be to stall a process and allow insertion of one or more other processes. The stalled process could be resumed later on. This of course is only possible if enough free processes are available.

Both methods will require additional out of band signalling and/or will cause waste of bandwidth if already transmitted data are discarded.

Synchronous vs. Asynchronous Processes

Scheduling of processes 

Synchronous Processes

With the synchronous method, each process is transmitted at certain time instances which are strongly related to the system timing e.g.

 
Process_Number = (CFN modulo Total_Number_of_Processes) ... in case of a 10 ms TTI. 

A similar slot based pattern can be found for a 2 ms TTI based on CFN and slot number. 

For achieving a regular pattern only certain numbers are possible for Total_Number_of_Processes, because of the periodicity of CFN; e. g. given 3: 255 mode 3 = 0 but also 0 mode 0 = 0 so this would not work at the CFN wrap around. It works well for all powers of 2. 

There is no need to explicitly signal a process number, since this could be derived in the NodeB. An indication should be sent to explicitly stop of a process for a certain period of time if there are no data to transmit. If a process is stopped, there is no need for the NodeB to listen to the process related UL signalling for this period of time.

If all configured processes are occupied and data for a service of a higher priority are scheduled, which require immediate transmission, the only possible solution is to abort an occupied process. This can be done implicitly by indicating new data for this process, regardless of all NAKs received for it. There could be a certain period of time to wait for a process if it were freed because of a successful transmission. The length of this period would depend on the delay requirements of the requested service.

If a process were stopped for a period of time, it would not be possible to use this process in this time, except there is additional UL out band signalling e. g. activation of the NodeB to listen to all processes.

For maximum throughput and minimum UL data - DL ACK/NAK RTT, there will be a certain number of processes necessary to seamlessly fit into the gap between transmission and nearest possible transmission/retransmission of the same process. This number is considered to be at least [4] for a 10 ms TTI. Additional processes will increase the RTT without increasing throughput, but will decrease available memory for the other processes.

Asynchronous Processes

With the asynchronous method, each process can be transmitted at arbitrary time instances. The only restrictions are that certain intervals between transmissions of the same process resulting from the processing and signalling times described above shall be inserted and that there can only be one process per TTI.

It is required to identify each transmission of a process via additional UL out of band signalling providing a process number.

It is beneficial to configure more processes than required to overcome the processing delay in the Node B for continuous transmission since if data for a higher priority service are scheduled it can be immediately sent while other processes are temporarily stalled without discarding any already transmitted data. 

Of course there will be a hard limit for the number of configurable processes caused by the UL signalling of the process identities on one hand and caused by the physical memory limitations on the other hand. There could be various options to assign a number of processes to a particular priority or group of priorities. Also variable memory assignments should be possible.

As a last measure, if all available processes are already occupied it is possible to abort a process anytime by indication of new data without receiving an ACK. This again could be combined with a certain time period to wait for a free process according to the delay requirements of the service.  

There will also be need of out of band signalling that there is no process active. This could either be indicated every TTI or with an associated length period. 

SHO Aspects

It is still a point of discussion if SHO should be applied to E-DCH. If it were used, a principle approach could be that all NodeBs in the active set will listen to the UL HARQ protocol and send their individual ACK or NAK to the UE in DL. 

Different solutions may be found for the detailed functionality and UL/DL signalling but HARQ in general should work fine in SHO as long as signalling is a reliable and error free link and all processes in all Node Bs and in the UE always are in the same HARQ state.  As soon as misinterpretations of signalling in any direction take place, the HARQ states in the NodeBs will become unsynchronised to that in the UE and to that in the other NodeBs. So one or more NodeBs could wait for new data while the UE sends a retransmission or vice versa.

Unsynchronised HARQ states could result in combining either of data from different transmission sequences of the same process or even of data of different processes or both. Which of the combinations are possible, depends on how processes are scheduled. There are various possible consequences of unsynchronised HARQ state:   

Delivery of erroneous data to RNC and an erroneous ACK to the UE:

Since transport blocks will be protected by a CRC, it is seen very unlikely that a NodeB will misinterpret erroneously received data as error free and forward them as such to the RNC.

Useless combining of data in the HARQ:

 If a NodeB gets out of HARQ state sync to the UE, it will start combining of data which belong to different sequences or if asynchronous process scheduling were used, even to a different process. The consequence is, that this NodeB does not contribute to the overall performance as long as it is in this state.

If synchronous processes are used, it is clear that mixing of processes is not possible at all. Fast resynchronisation can be done by using a highly protected new data indication in order to avoid erroneous detection of an NDI. An improvement against long term disturbance of a particular link could be seen with a NDI which supports multi level indication (e. g. 4 level).

In case of the asynchronous mode it would be possible to mix processes, such possibly destroying HARQ combining buffers in the receiver. This could be avoided by sufficient protecting UL out of band signalling with a CRC. Then in case of error, the NodeB will ignore the scheduled data, thus becoming in fact useless for the particular process but at least it will not destroy the HARQ combining buffer of another process. For resynchronisation the same assumptions are valid as for the synchronous case.

Compressed Mode

For both process scheduling schemes sufficient rules can be found to avoid conflicts of out of band signalling and data transmission with use of compressed mode.

Minimum TFCS State

If UE is in minimum TFCS state through bad UL channel conditions, the UL out of band signalling for HARQ may add additional burden to the UE UL power requirements. 

In a synchronous mode a stalling of the running processes could be explicitly signalled, which means that a certain power headroom should be provided for this signalling. 

In asynchronous mode with a CRC protecting the process id, the UE simply could stop any UL out of band signalling for HARQ. 

Conclusion

The out of band signalling complexity is obviously larger for the asynchronous mode, because of the explicit signalling of the process identity and also for sufficient protection to avoid mixing of processes in case of the Node Bs getting desynchronised.

There is more flexibility of the asynchronous mode to adapt to delay demands of higher prior services, given that enough processes are configured.  Additional measures could be taken to reserve processes for higher priority services. There are also advantages seen if UE is in minimum TFCS state.

If the complexity of the out of band signalling is not seen as blocking point from the physical layer performance point of view, it is proposed to adopt the asynchronous scheduling of HARQ processes with out of band signalling of process identities for the E-DCH. 

A maximum number of 8 processes is seen as sufficient for the asynchronous mode, resulting in 3 bits for the process id signalling. In case synchronous mode would be preferred a maximum number of processes is proposed, which just allows continuous transmission for maximum throughput.










