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1. Introduction

This contribution is the revised proposal for TFCI coding scheme for the variable hard split mode, taking into account the comments raised during this meeting.

In current 3GPP RAN specification, there are two methods for transmission of TFCI code word for DSCH and DCH associated DSCH. One is logical split mode and the other is hard split mode. It is well known that hard split mode has the advantage over the logical split mode during soft handover, since the latter can’t be operated due to signaling problems [1,2]. Even if hard split mode is used, there is the restriction in using hard split mode in current specification. In TS 25.331, when DSCH is transmitted, TFCI value for DSCH can be up to 9 bits. However, according to current TFCI coding scheme, when hard split mode is on, the ratio between TFCI bits for DSCH and TFCI bits for DCH is 5:5, i.e., only one combination between the former and the latter is possible. 

Accordingly, Samsung proposed the modification of current TFCI coding scheme in order to support hard split mode in all other cases [3]. However, at that time, there was no WI related to hard split mode. In the RAN #11, WI ”Enhancement on the DSCH Hard Split Mode” was approved as Rel’5, and in RAN #12, skeleton TR was created. Thus we submit contribution on our scheme to WG1 Rel’5 Ad Hoc in order to discuss technical issues. If the proposed scheme is used, hard split mode can support any combination between TFCI bits for DCH and TFCI bits for DSCH.

In this contribution, we depict the summary of the modification of the current TFCI coding scheme to support the variable code length proposed in [3], and explain the performance, backward compatibility and H/W complexity due to proposed scheme using an encoding scheme and an example of decoder structure. 

2. Proposed Scheme

In the current specification, (16,5) Bi-Orthogonal Code and (32,10) sub-code of the second order Reed-Muller code are used as TFCI coding schemes. Actually, these coding schemes can be served into one encoder and one decoder. This means that (16,5) Bi-Orthogonal Code can be presented by selecting some basis and puncturing some bits from (32,10) sub-code of the second order Reed-Muller code. In the viewpoint of designing a coding scheme, performance is very important for new coding scheme. However, backward compatibility is also an important factor. We used “shortening techniques” in the consideration of the backward compatibilities. The shortening techniques create a new code by selecting basis and puncture some coded symbols from mother code. The proposed TFCI coding scheme using shortening technique has a good performance. Moreover, the difference between the current TFCI coding scheme and proposed scheme is the number of puncturing patterns. That is, the proposed scheme can use the current TFCI coder and decoder and requires small memory for storing puncturing patterns. This means that the impact of proposed scheme is very small in the viewpoint of H/W. 

In the following sections, the encoder structure and an example of decoder structure are described in detail.

2.1 TFCI Encoder Structure

2.1.1 Effective code rate after mapping of TFCI codeword in normal mode

Before describing the proposed coding scheme, we consider the coded symbol length relative to TFCI information ratios. The most natural way is to maintain uniform code rate. The current TFCI coding scheme uses (32,l0) codes. However, according to TS 25.212, if TFCI codeword is not repeated, then the effective TFCI code rate after mapping of TFCI codeword in normal mode is 1/3. Consequently, if the effective code rate is maintained as 1/3, then the effective code lengths relative to TFCI information ratios after the codeword mapping in normal mode are as shown in Table 1:

TFCI Ratio
Effective Code Length
Effective Code Rate

1:9
(3,1) Code
(27,9) Code
1 / 3

2:8
(6,2) Code
(24,8) Code
1 / 3

3:7
(9,3) Code
(21,7) Code
1 / 3

4:6
(12,4) Code
(18,6) Code
1 / 3

5:5 (exist already)
(15,5) Code
(15,5) Code
1 / 3

Table 1. Effective Code Length for TFCI information ratio

For backward compatibility, however, code length at the output of TFCI coder should be maintained as 32 while the sum of the effective code lengths for DCH and DSCH is 30 for each case as shown in Table 1. Thus, in TFCI coding scheme that will be implemented, it is necessary to add 1 bit to the code word for DCH and DSCH, respectively, as shown in Table 2.

TFCI Ratio
Code Length
Note

1:9
(4,1) Code
(28,9) Code
New

2:8
(7,2) Code
(25,8) Code
New

3:7
(10,3) Code
(22,7) Code
New

4:6
(13,4) Code
(19,6) Code
New

5:5
(16,5) Code
(16,5) Code
Already exists

Table 2. Code length at the TFCI coder output for TFCI information ratio

2.1.2 TFCI encoder structure for variable hard split mode

According to the code length in Table 2, the encoder structure of the proposed TFCI coding scheme is as shown in figure 1:
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Fig 1. Encoder Structure

In Fig 1, the encoder consists of  (32,10) sub-code of the second order Reed-Muller code and a puncturer for each code length. The puncturing pattern and the used basis for each code length are listed in table 3.

Code Length
Puncturing Pattern
Used basis

(4,1)
 1, 3, 5, 7, 8, 9, 10, 11, 12, 13, 14,15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31
M0

(7,2)
3, 7, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31
M0, M1

(10,3)
7, 10, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31
M0, M1, M2

(13,4)
0, 1, 2, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31
M0, M1, M2, M3

(16,5) 

(exist already)
15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 31
M0, M1, M2, M3, M5

(19,6)
6, 10, 11, 13, 14, 16, 17, 19, 20, 22, 24, 26, 31
M0, M1, M2, M3, M4, M5

(22,7)
8, 12, 16, 18, 19, 23, 26, 27, 30, 31
M0, M1, M2, M3, M4, M6, M7

(25,8)
4, 11, 14, 15, 20, 21, 22
M0, M1, M2, M3, M4, M5, M6, M7

(28,9)
6, 10, 11, 30
M0, M1, M2, M3, M4, M5, M6, M7, M8

(32,10)

(exist already)
N.A
M0, M1, M2, M3, M4, M5, M6, M7, M8, M9

where 
M0 = 10101010101010110101010101010100
M1 = 01100110011001101100110011001100

M2 = 00011110000111100011110000111100

M3 = 00000001111111100000001111111100

M4 = 00000000000000011111111111111101

M5 = 11111111111111111111111111111111

M6 = 01010000110001111100000111011101

M7 = 00000011100110111011011100011100
M8 = 00010101111100100110110010101100
M9 = 00111000011011101011110101000100

Table 3. Puncturing pattern and used basis

In consideration of fig 1 and table 3, (19,6), (22,7), (25,8), and (28,9) encoders are the shortening version of (32,10) sub-code of second order Reed-Muller code, while others have the following basic structure.

· (4,1) encoder : 4 time repetition code

· (7,2) encoder : Repetition & Puncturing of (3,2) simplex code 

· (10,3) encoder : Repetition & Puncturing of (7,3) simplex code

· (13,4) encoder : Puncturing of (15,4) simplex code

As we can see, (4,1), (7,2), (10,3), and (13,4) encoders are based on (2k-1,k) simplex encoder. These codes have an advantage of designing the decoder because IFHT(Inverse Fast Hadamard transform) can be used for decoder. Using IFHT in decoder can reduce H/W complexity. 

As in the current specification, certain 30 bits of 32-bit output of TFCI coder will be transmitted or 32-bit TFCI codeword will be repeatedly transmitted, according to a mapping rule to map the TFCI codeword to the slots of the radio frame. The mapping rule is FFS. However, to get the optimal (or near optimal) performance in the case that only 30 bits are transmitted in normal mode, the proposed TFCI coding scheme is designed based on the assumption as follows. In the case that only 30 bits are transmitted, the mapping rule shall satisfy that

· The last bit of TFCI codeword for DCH is not transmitted.

· The last bit of TFCI codeword for DSCH is not transmitted.

It is noted that the above assumption preserves the consistency with the TFCI ratio of (5:5) in split mode operation, which is defined in the current specification.

In general, the performance of block code is determined by minimum distance dmin. In the viewpoint of performance, dmin’s of the proposed scheme for each code length is shown in table 4.

TFCI coder output
Effective codeword
Note

Code Length
Optimal Bound
Dmin
Code Length
Optimal Bound
Dmin


(4,1)
4
4
(3,1)
3
3
New

(7,2)
4
4
(6,2)
4
4
New

(10,3)
5
5
(9,3)
4
4
New

(13,4)
6
6
(12,4)
6
6
New

(16,5)
8
8
(15,5)
7
7
Already exists

(19,6)
8
7
(18,6)
8
7
New

(22,7)
8
8
(21,7)
8
8
New

(25,8)
9
8
(24,8)
8
8
New

(28,9)
10
10
(27,9)
10
9
New

(32,10)
12
12
(30,10)
11
10
Already exists

Table 4. Performance of proposed coding scheme

As shown in Table 4, the proposed coding scheme is the optimal code in (3,1), (4,1), (6,2), (7,2), (9,3), (10,3), (12,4), (13,4), (16,5), (15,5), (21,7), (22,7), (28,9), (32,10), and (24,8) cases, while in (18,6), (19,6), (25,8), and (27,9) cases, the performance of proposed coding scheme is very close to the optimal bound.

2.2 Decoder Structure

There are a lot of decoding methods of block code, e.g., “ Brute-force method”. In this section, we describe an example of the decoder structure according to the proposed scheme. The decoder structure in this section is only an example and informative. The purpose of this section is to show the possible way for the current TFCI coding scheme and the proposed scheme to coexist without increasing significant complexity.

Similar to encoder structure for the proposed scheme in 2.1, the proposed scheme can be decoded by one decoder regardless of the code length. Furthermore, the decoder of “(32,10) the sub-code of the second order Reed-Muller code” for the current TFCI coding scheme can be reused. The decoder structure is as shown in Fig 2.
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Fig 2. Decoder Structure
The decoder in fig.2 is the decoder of “(32,10) the sub-code of the second order Reed-Muller code” for Rel’99/Rel 4. There is no additional H/W block due to proposed scheme and only the code length information is needed for decoding the proposed scheme. Controller in fig.2 controls the operation of 0 inserter, mask multipliers and IFHT according to code length information. 0 inserter inserts 0 symbols into the received symbols at the puncturing position listed in table 2. Mask multipliers multiply the received bits by the mask that is generated from mask generator and also used for the current TFCI coding scheme. IFHT performs Inverse Fast Hadamard Transform operation. The number of IFHTs used for the proposed scheme depends on code length and the maximum number of IFHTs is identical to that of the current TFCI coding scheme in this example. In detail, when the number of information bits is less than or equal to 6 ( k ≤ 6) , no mask-multiplier is used and the one IFHT-the first IFHT- is used. On the other hand, when the number of information bits is over 6 (k > 6), (2k-6-1) mask-multipliers and 2k-6 IFHTs are used. In the appendix of this contribution, the detailed operation of IFHT in fig 2 is explained for your information.

The decoder in fig.2 is only an example to show that the proposed scheme will not increase the H/W complexity due to a decoding scheme. 

3. Conclusion

We introduced the modification of current TFCI coding scheme that can support DSCH variable hard split mode regardless of the ratio between TFCI bits for DCH and TFCI bits for DSCH. 

In the viewpoint of backward compatibility and HW complexity in the proposed scheme, 8 puncturing patterns are added to the current TFCI coding scheme and, even though decoder in fig.2 is just an example, there is a way that does not increase HW complexity to a decoder. 

In the viewpoint of performance, the performance of proposed scheme is optimal with the exception of (18,6) code, (19,6) code, (25,8) code and (27,9) code. In case of (18,6) code, (19,6) code, (25,8) and (27,9) code, the difference between their dmin and the optimal bound is just 1. If we change the masks for the current TFCI coding scheme, we can get the optimal bound to all code length. However, this not only causes the backward compatibility but also increases HW complexity because Rel’5 System and terminal have two encoders and decoders for TFCI coding/decoding.

In the current specification, during soft handover, logical split mode can’t be operated well due to signaling problem. Thus, hard split mode is solution for this and if the proposed scheme is used, hard split mode can support any combination between TFCI bits for DCH and TFCI bits for PDCSH.

If the proposed scheme is approved, section 2.1 and section 2.2 of this contribution will be added to TR. Also, the appendix will be added to the appendix of TR as information. The text proposal for the TR is attached.
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Appendix (Informative)

· IFHT Algorithm for supporting the variable length

When the number of information bits is less than 6 ( k < 6 ), there is some alternatives to decode the received data efficiently. In fact, it doesn’t matter if we do not use the following structure for decoding. The following structure only provides us an efficient decoding scheme.

When the number of information bits < 6, only the first IFHT is performed. But, this structure is so loose in terms of the number of operation because the first IFHT with 32x32 size is always fully performed for each k < 6 case. Actually, it is desirable to use IFHT with size 2kx2k for each k. That is, it is desirable to use IFHT with the variable size. Therefore, we may use the variable IFHT as we can see in Fig A1. 
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Fig A1. Variable IFHT Structure

Fig. A1 describes the overall structure of the variable IFHT. Generally, 2kx2k IFHT performance consists of k stages. For example, 32x32 IFHT performs 5 stages. Hence, by using this property, we can redesign IFHT with the variable size adaptively. That is, if we perform 2 stages out of 5 stages, we can have an effect of performing 4x4 IFHT, and if we perform 3 stages out of 5 stages, we can have an effect of performing 8x8 IFHT, and so on. This is called “Nested Property”. Fig A.1 is the well-designed structure based on this “Nested Property”. But this structure requires some new circuits in each stage, instead of the well-known “Butterfly Logic”, because “Butterfly Logic” is not suited for “Nested Property”. The new circuit suited for “Nested Property” is as shown in Fig A.2.
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Fig A.2. Circuit of Stage

--------------------------------------- The start of text proposal in section 4.3 ----------------------------------------

4.3
TFCI Coding Scheme for the flexible Hard Split mode
This section describes the modification of the current TFCI coding scheme to support the variable code length, and explains the performance, backward compatibility and H/W complexity due to an encoding scheme and an example of decoder structure. The modified TFCI coding scheme is called as “Flexible Hard Split mode TFCI coding scheme (VHS-TFCI)”.

In the current specification, (16,5) Bi-Orthogonal Code and (32,10) sub-code of the second order Reed-Muller code are used as TFCI coding schemes. Actually, these coding schemes can be implemented by one encoder and one decoder. This means that (16,5) Bi-Orthogonal Code can be obtained from (32,10) sub-code of the second order Reed-Muller code, by selecting some basis and by puncturing some bits.  “Shortening techniques” are used in the consideration of the backward compatibilities. The shortening techniques create a new code by selecting basis and puncture some coded symbols from mother code. `VHS-TFCI using shortening technique has a good performance. Moreover, the difference between the current TFCI coding scheme and the variable hard split mode TFCI coding scheme (VHS-TFCI) is the number of puncturing patterns. That is, VHS-TFCI can use the current TFCI coder and decoder and requires small memory for storing puncturing patterns. This means that the impact of VHS-TFCI is very small in the viewpoint of H/W. 

In the following sections, the encoder structure and an example of decoder structure are described in detail.
4.3.1 Effective code rate after mapping of TFCI codeword in normal mode

Before describing VHS-TFCI, we consider the coded symbol length relative to TFCI information ratios. The most natural way is to maintain uniform code rate. The current TFCI coding scheme uses (32,l0) codes. However, according to TS 25.212, if TFCI codeword is not repeated, then the effective TFCI code rate after mapping of TFCI codeword in normal mode is 1/3. Consequently, if the effective code rate is maintained as 1/3, then the effective code lengths relative to TFCI information ratios after the codeword mapping in normal mode are as shown in Table 1:

TFCI Ratio
Effective Code Length
Effective Code Rate

1:9
(3,1) Code
(27,9) Code
1 / 3

2:8
(6,2) Code
(24,8) Code
1 / 3

3:7
(9,3) Code
(21,7) Code
1 / 3

4:6
(12,4) Code
(18,6) Code
1 / 3

5:5 (exist already)
(15,5) Code
(15,5) Code
1 / 3

Table 1. Effective Code Length for TFCI information ratio

For backward compatibility, however, code length at the output of TFCI coder should be maintained as 32 while the sum of the effective code lengths for DCH and DSCH is 30 for each case as shown in Table 1. Thus, in TFCI coding scheme that will be implemented, it is necessary to add 1 bit to the code word for DCH and DSCH, respectively, as shown in Table 2.

TFCI Ratio
Code Length
Note

1:9
(4,1) Code
(28,9) Code
New

2:8
(7,2) Code
(25,8) Code
New

3:7
(10,3) Code
(22,7) Code
New

4:6
(13,4) Code
(19,6) Code
New

5:5
(16,5) Code
(16,5) Code
Already exists

Table 2. Code length at the TFCI coder output for TFCI information ratio

4.3.2 TFCI encoder structure for variable hard split mode

According to the code length in Table 2, the encoder structure of VHS-TFCI is as shown in figure 1:
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Fig 1. Encoder Structure

In Fig 1, the encoder consists of  (32,10) sub-code of the second order Reed-Muller code and a puncturer for each code length. The puncturing pattern and the used basis for each code length are listed in table 3.

Code Length
Puncturing Pattern
Used basis

(4,1)
 1, 3, 5, 7, 8, 9, 10, 11, 12, 13, 14,15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31
M0

(7,2)
3, 7, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31
M0, M1

(10,3)
7, 10, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31
M0, M1, M2

(13,4)
0, 1, 2, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31
M0, M1, M2, M3

(16,5) 

(exist already)
15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 31
M0, M1, M2, M3, M5

(19,6)
6, 10, 11, 13, 14, 16, 17, 19, 20, 22, 24, 26, 31
M0, M1, M2, M3, M4, M5

(22,7)
8, 12, 16, 18, 19, 23, 26, 27, 30, 31
M0, M1, M2, M3, M4, M6, M7

(25,8)
4, 11, 14, 15, 20, 21, 22
M0, M1, M2, M3, M4, M5, M6, M7

(28,9)
6, 10, 11, 30
M0, M1, M2, M3, M4, M5, M6, M7, M8

(32,10)

(exist already)
N.A
M0, M1, M2, M3, M4, M5, M6, M7, M8, M9

where 
M0 = 10101010101010110101010101010100
M1 = 01100110011001101100110011001100

M2 = 00011110000111100011110000111100

M3 = 00000001111111100000001111111100

M4 = 00000000000000011111111111111101

M5 = 11111111111111111111111111111111

M6 = 01010000110001111100000111011101

M7 = 00000011100110111011011100011100
M8 = 00010101111100100110110010101100
M9 = 00111000011011101011110101000100

Table 3. Puncturing pattern and used basis

4.3.3 Performance of VHS-TFCI coding scheme

In consideration of fig 1 and table 3, (19,6), (22,7), (25,8), and (28,9) encoders are the shortening version of (32,10) sub-code of second order Reed-Muller code, while others have the following basic structure.

· (4,1) encoder : 4 time repetition code

· (7,2) encoder : Repetition & Puncturing of (3,2) simplex code 

· (10,3) encoder : Repetition & Puncturing of (7,3) simplex code

· (13,4) encoder : Puncturing of (15,4) simplex code

As we can see, (4,1), (7,2), (10,3), and (13,4) encoders are based on (2k-1,k) simplex encoder. These codes have an advantage of designing the decoder because IFHT(Inverse Fast Hadamard transform) can be used for decoder. Using IFHT in decoder can reduce H/W complexity. 

As in the current specification, certain 30 bits of 32-bit output of TFCI coder will be transmitted or 32-bit TFCI codeword will be repeatedly transmitted, according to a mapping rule to map the TFCI codeword to the slots of the radio frame. The mapping rule is FFS. However, to get the optimal (or near optimal) performance in the case that only 30 bits are transmitted in normal mode, VHS-TFCI is designed based on the assumption as follows. In the case that only 30 bits are transmitted, the mapping rule shall satisfy that

· The last bit of TFCI codeword for DCH is not transmitted.

· The last bit of TFCI codeword for DSCH is not transmitted.

It is noted that the above assumption preserves the consistency with the TFCI ratio of (5:5) in split mode operation, which is defined in the current specification.

In general, the performance of block code is determined by minimum distance dmin. In the viewpoint of performance, dmin’s of VHS-TFCI for each code length is shown in table 4.

TFCI coder output
Effective codeword
Note

Code Length
Optimal Bound
Dmin
Code Length
Optimal Bound
Dmin


(4,1)
4
4
(3,1)
3
3
New

(7,2)
4
4
(6,2)
4
4
New

(10,3)
5
5
(9,3)
4
4
New

(13,4)
6
6
(12,4)
6
6
New

(16,5)
8
8
(15,5)
7
7
Already exists

(19,6)
8
7
(18,6)
8
7
New

(22,7)
8
8
(21,7)
8
8
New

(25,8)
9
8
(24,8)
8
8
New

(28,9)
10
10
(27,9)
10
9
New

(32,10)
12
12
(30,10)
11
10
Already exists

Table 4. Performance of VHS-TFCI
As shown in Table 4, VHS-TFCI is the optimal code in (3,1), (4,1), (6,2), (7,2), (9,3), (10,3), (12,4), (13,4), (16,5), (15,5), (21,7), (22,7), (28,9), (32,10), and (24,8) cases, while in (18,6), (19,6), (25,8), and (27,9) cases, the performance of VHS-TFCI is very close to the optimal bound.

4.3.4 Example of Decoder

There are a lot of decoding methods of block code, e.g., “ Brute-force method”. This section describes an example of the decoder structure according to VHS-TFCI. The decoder structure in this section is only an example and informative. The purpose of this section is to show the possible way for the current TFCI coding scheme and VHS-TFCI to coexist without significant complexity increase.

Similar to encoder structure for VHS-TFCI in 4.3.2, the decoding scheme for VHS-TFCI can be implemented by one decoder (which is included in current TFCI coding scheme) regardless of the code length. Furthermore, the decoder of “(32,10) the sub-code of the second order Reed-Muller code” for the current TFCI coding scheme can be reused. The decoder structure is as shown in Fig 3.
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Fig 3. Decoder Structure
The decoder in fig 3 is the decoder of “(32,10) the sub-code of the second order Reed-Muller code” for Rel’99/Rel 4. There is no additional H/W block required for VHS-TFCI and only the code length information is needed for VHS-TFCI. Controller in fig.2 controls the operation of 0 inserter, mask multipliers and IFHT according to code length information. 0 inserter inserts 0 symbols into the received symbols at the puncturing position listed in table 2. Mask multipliers multiplies the received bits by the mask that is generated from mask generator and also used for the current TFCI coding scheme. IFHT performs Inverse Fast Hadamard Transform operation. The number of IFHTs used for VHS-TFCI depends on code length and the maximum number of IFHTs is identical to that of the current TFCI coding scheme in this example. In detail, when the number of information bits is less than or equal to 6 ( k ≤ 6) , no mask-multiplier is used and the one IFHT-the first IFHT- is used. On the other hand, when the number of information bits is over 6 (k > 6), (2k-6-1) mask-multipliers and 2k-6 IFHTs are used.

4.3.5 Complexity

Considering the encoder structure, there is no additional block except increasing the memory size for storing the puncturing patterns. The decoder in fig 3 is an example to show VHS-TFCI will not increase the H/W complexity of the current decoder. 

Thus, in implementing VHS-TFCI, there is no significant increase in complexity, and backward compatibility can be maintained.

4.4
Agreements and associated contributions
--------------------------------------- The end of text proposal in section 4.3 ---------------------------------------

--------------------------------------- The start of text proposal in Appendix ---------------------------------------

4.6
Backward Compatibility

Appendix (Informative)

· IFHT Algorithm for supporting the variable length

When the number of information bits is less than 6 ( k < 6 ), there are some alternatives to decode the received data efficiently. In fact, it doesn’t matter if we do not use the following structure for decoding. The following structure only provides an example of efficient decoding scheme.

When the number of information bits < 6, only the first IFHT is performed. But, this structure is so loose in terms of the number of operation because the first IFHT with 32x32 size is always fully performed for each k < 6 case. Actually, it is desirable to use IFHT with size 2kx2k for each k. That is, it is desirable to use IFHT with the variable size. Therefore, the variable IFHT can be used as shown in Fig A1. 
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Fig A1. Variable IFHT Structure

Fig. A1 describes the overall structure of the variable IFHT. Generally, 2kx2k IFHT performance consists of k stages. For example, 32x32 IFHT consists of 5 stages. Hence, by using this property, the size of IFHT can be varied adaptively. That is, if 2 stages out of 5 stages are performed, then 4x4 IFHT is effectively calculated, and if 3 stages out of 5 stages are performed, then 8x8 IFHT is effectively calculated, and so on. This is called “Nested Property”. Fig A.1 is a well-designed structure based on this “Nested Property”. But this structure requires some new circuits in each stage, instead of the well-known “Butterfly Logic”, because “Butterfly Logic” is not suited for “Nested Property”. The new circuit suited for “Nested Property” is as shown in Fig A.2.
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Fig A.2. Circuit of Stage

--------------------------------------- The end of text proposal in Appendix ---------------------------------------
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