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Introduction

Here we introduce a data source model particularly suited to streaming applications, where the bit rate for each user is equal, and constant over time. 

Results are presented for code multiplexing with a Round Robin scheduler for hybrid ARQ with and without Chase combining. 

Simulation Assumptions

System Details

· Hexagonal 19-cell layout

· Representative segment of central cell considered for throughput estimate

· 20% of Node B power allocated to common channels in all cells

· 80% of Node B power allocated to HSDPA in all interfering cells

· 80% of Node B power available to HSDPA in wanted cell

· Spreading factor = 16 

· 10 spreading codes available for HSDPA 

· Static TTI = 3slots (2ms)

· Propagation exponent =3.76

· Single path Rayleigh fast fading model 

· UE speed 5km/hr (unless otherwise indicated)

· Standard deviation of log-normal shadowing = 8dB

· Shadowing correlation between sites = 0.5

· Thermal noise neglected

· Standard deviation of Error in Downlink C/I estimation at Node B = 1dB

· Modulation Schemes : QPSK, 16-QAM, 64-QAM

· Code rates: 1/3, 1/2, 3/4.

· FER: from SIR and block code performance bounds (see [1])

· Minimum re-transmission delay: 3 TTI’s

Traffic Model

To represent streaming services we assume that the offered load is comprised of one constant rate data stream per UE. For simplicity we also assume equal bit rates for each data stream. The data for each user is assumed to arrive at a queue in the Node B, and the queue is updated every TTI.

ARQ schemes 

We assume that one CRC is attached per packet.

The following schemes are considered

(A) No soft combining – If a packet is received incorrectly the data is returned to the queue in the Node B. No soft combining is done at the UE.

(B) Retransmission with Soft combining – An erroneous packet is re-transmitted with the same MCS, and soft-combining is carried out at the UE. 

Note that with scheme (B) the soft combining can be done at the symbol level. Here, perfect maximum ratio combining is assumed, and the final SIR is computed as the sum of the SIR’s of the two packets to be combined.

This contribution does not consider incremental redundancy schemes.

Scheduling Algorithm

In general we assume that:

· A data packet for any user can be allocated to any chanelisation code.

· More than one channelisation code can be allocated to one user.

· The modulation, coding scheme and power level for the packet are chosen to maximise throughput.

· The available channelisation codes are allocated in sequence, until the total available power is exhausted.
Round Robin

The round robin scheduler has the advantage that each user gets an equal chance to access the channel. It may also be more robust to errors in C/I measurement at the UE, which would influence the scheduling priority of a Max C/I scheduler.

1. For each channelisation code, 

2. Check the data queue for the next user in the list.

3. If there are bits to be sent, calculate the performance metric for each possible combination of modulation, coding scheme and power level. (Subject to there being sufficient power available and sufficient bits in the queue to fill the packet) 

4. Select the MCS and power level

5. Decrement the available power

6. If no packet can be sent (e.g. channel too poor) then goto 2 and try another user

7. Return to step one for the next channelisation code
The maximum power for any one channelisation code may limited to a fraction of the power available for HSDPA. For the current simulation parameters a limit of 0.2 was found to give good results. This could be viewed as imposing a minimum C/I requirement on the channel.

An example of a scheduler mapping is given in Figure 2.


[image: image1.wmf]User 1

User 2

User 3

User 4

User 5

User 6

User 7

User 8

Code 1

Code 2

Code 3

Code 4

Code 5

Code 6

Code 7

Code 8

Code 9

Code 10


Figure 2 : Example of mapping of users to channel codes for Round Robin Scheduler

In the example, the scheduler starts with user 1 and maps a packet for sending on channelisation code 1. Similar mappings are made for users 2, 3 and 4. No packet is mapped for users 5 or 8, perhaps because there is not enough data in their queues. Users 1 and 2 only have enough data for one packet each. But two packets are sent for users 3, 4 and 6. Code 10 is not used, perhaps because all the available power for that TTI was used after assigning a packet to code 9.

Re-transmissions can be treated differently. Here they are given a higher priority and any re-transmissions pending at the start of the TTI are scheduled first. The possibility of limiting the power of re-transmitted packets was also considered. In the case of soft combining (scheme B) a maximum power limit of 0.0315 was found to give good results.

Simulation Results

Here, each simulation assumed 50 UE’s per sector and 1000 time steps of 1 TTI (i.e. a duration of 2 seconds), With 10 channelisation codes and one packet per code, a maximum of 10000 packets could be sent over this time interval. Data queues are initialised with zero contents. 

Throughput

In order to assess the system throughput capability we can consider different offered loads. The total throughput is defined as the number of user bits successfully delivered during the simulation run, divided by the simulation duration. Some results are shown in Figure 3
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Figure 3: Throughput vs Offered Load for ARQ algorithm B

It is clear that the throughput will saturate at very high loads, at which point the Node B data queues will always be full for all UE’s. This is far from a realistic loading condition, since most of the queued data can never be delivered. However, if we want to compare the throughputs achieved by different ARQ schemes (or optimisation of algorithm parameters), it must be possible to identify any throughput increase achieved by an improved scheme. This seems to be best done by considering loads well beyond the point where throughput starts to drop below the offered load. For the scenarios considered here an offered load of 5Mbps is proposed for comparison purposes.

Delay

Users are likely to be interested in delay performance, particularly for streaming applications. Here we compute delay statistics for each UE by observing the Node B queue contents during the simulation. As a starting point we calculate the average delay for each UE. Figure 4 shows the minimum, maximum and mean delay values found over the set of 50 UE’s vs the offered load. 
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Figure 4 : Transmission delay vs Offered Load

It is interesting to note that the minimum delay decreases slightly with increasing load. This is because at low loads, the data rate is insufficient to allow full packets to be sent in every TTI. 

The maximum (and mean) delay increases rapidly beyond a load of 1Mpbs. This indicates that some UE’s will receive almost no data at high loads. Since the data queues start empty, zero data transmission for a particular UE would correspond to an average delay of 500 TT’s.

In practice, some call admission might be applied, particularly under high load conditions, which would prevent connection of UE’s with low SIR channels. This could be implemented by excluding a few of the UE’s with the lowest SIR’s from the simulation run.

MCS Restriction for Retransmission

Here we consider whether restricting the MCS for re-transmissions is detrimental to performance. 

Throughputs for various algorithms are shown in Table 1 for an offered load of 5Mbps  

ARQ Algorithm
Max power per code (first trans)
Max power per code (re-trans)
Throughput (Mbps)
Change w.r.t. scheme (A)
Comments

(A)
0.2
0.2
2.971
-
No Chase combining

(B)
0.2
0.2
2.958
-0.4%
Chase combining

(B)
0.2
0.0315
3.028
+1.9%
Chase combining

Table 1: Throughput for various ARQ options.

Summarising the different options:-

Algorithm (A) returns data to the ordinary Node B queue for re-transmission. No Chase combining is used.

Algorithm (B) restricts the MCS of re-transmissions to be the same as for the first transmission, and assumes Chase combining in the UE.

We see that Algorithm (B) achieves lower throughput unless the power of the re-transmissions is limited. It then gains 1.9% higher throughput than Algorithm (A). However, this gain is achieved at the cost of implementing of soft combining at the UE. 

Conclusions

A simple traffic model has been proposed, which is suitable for study of performance for streaming applications. It could be refined by including a maximum time-delay for packet delivery and a maximum acceptable fraction of packets lost.

Simulation results are presented for code multiplexing, static TTI (2ms) and Round Robin scheduler.

From the results presented and the above discussion, we can draw the following conclusions for HSDPA (under the assumptions adopted):

· Throughput of user data increases with offered load, but for high loads a significant fraction of the data will never be delivered

· To compare throughput differences between different schemes it may be necessary to use an offered loading level well beyond any normal operating point as an indication of “maximum” throughput.

· The average packet delay for some UE’s rises rapidly with increasing offered load/throughput, while other UE’s maintain very low delay.

· For streaming services, admission control based on SIR (or CPICH Eb/No) may be needed to ensure QoS targets are met, particularly at high loading. 

· In the case of code multiplexing, setting different power limits for first and second transmissions can be used to optimise performance of Chase combining.

· Soft combining offers a modest (2%) increase in maximum throughput, at the cost of some increase in UE complexity.
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