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1 INTRODUCTION

To be able to make quantitative predictions and compare the performance of various algorithms for HSDPA,
including advanced transmit diversity, beam-forming and MIMO methods, it is critical that WG1 agrees on a
common channel model that adequately describes the typical operational environments (e.g. urban, suburban
etc). The basic requirements of the model are:

1. Realistic treatment of antenna location and configuration and the physical quantities of the environment.

2. Dependence on few parameters of the environment, such as angle-spread and delay-spread, which can be
extracted from measurements and incorporated into the model.

3. Repeatability, so that under the same model parameters identical simulation results are obtained.

4. Flexibility on the choice of the antenna array configuration, so that proprietary antenna solutions can be
provided.

5. Applicability in evaluating and comparing a wide range of algorithms without any limitations.

6. Simplicity and simulation speed.

The last two requirements may in principle be incompatible. Indeed, various models have been introduced in
the literature and the standards discussions, which address these two points with a different mix [1-6]. For
example, in a system-level or link-level simulation, in which angle-of-arrival information in the
uplink/downlink channels is needed, a Jakes-like model has to be adopted [7]. In contrast, another algorithm
might opt for a less complex channel model, e.g. by using a Gaussian i.i.d. channel matrix [1, 2, 6]. However, in
order to be able to compare the performance of the algorithms, the channel model versions should correspond
to the same representative channel.

In this contribution we introduce a unified, self-consistent channel model, with varying degrees of complexity.
Depending on the particular needs of the algorithm, different equivalent realizations of the channel model can
be adopted. In Section 2 we describe a generalized geometric version of the Jakes model, a simpler version of
which was introduced in a previous contribution [5, 6, 8]. We have expanded this to include polarization
propagation as well as the option for a birth/death process of multiple paths in the macroscopic sense. Since the
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lifetime of fingers is long enough their dynamics may be excluded for simplicity from a link-level simulation
analysis.

In Section 3, the equivalence of the above model to a simpler model is established in the cases where both are
applicable (e.g. when no angle of arrival information is required). This enables the direct comparison between
algorithms requiring channel models with different degrees of complexity. The simpler model is essentially that
introduced by Lucent [6] and similar to the proposals by Siemens [2] and Nokia [1].

Finally, in the Appendix we describe the details of the implementation of the generalized Jakes model.

2 GENERALIZED JAKES MODEL

The model described here, which has been introduced in the literature [8] and in the standards [5], is a
generalized geometric Jakes model [7]. For simplicity we only describe the uplink channel. (For more details
see the Appendix).
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In Eq. 1 the received signal, Cc
bm(t), at Node B antenna b, from UE antenna m and at time t with a given delay

τc is represented as a sum of ns amplitudes Sk
bm  , each representing a single-bounce scattered wave from

scatterer k located at (xk,yk). The angles of arrival and departure of the waves to and from the UE and Node B
are described in Fig. 1. χb and χm represent the responses of antenna elements b and m in the two arrays. (For
simplicity we drop the delay index c from all angles.) The overall power level Eo is normalized so that the total
received power is fixed.

Its main features are as follows:

1. Antennas, mobiles and scatterers are all given spatial coordinates from which the spatial and temporal
behavior of the channel is derived. The mobile (UE) moves through the cell according to a specified motion
model so its position is a function of time.

2. The scatterers are organized in clusters, corresponding to different paths (see Fig. 2). The main cluster
corresponds to waves, which, after scattered around the UE travel directly to Node B. The secondary
clusters represent waves, which, after being scattered in the region of the UE, are reflected by an extended
scatterer far from the UE. The positions of the scatterers in each cluster follow a bivariate Gaussian
distribution in the x, y plane. Their distribution may be circularly symmetric, corresponding to scatterers
equally probable at all 3600. Alternatively, to mimic the urban canyon structure, the distribution may be
elliptical [4, 9]. The scatterers at the secondary clusters have the same distribution but are not identical to
the ones in the primary distribution.

3. This approach applies equally well in macro- as well as micro-cellular environments with appropriate
choice of parameters for the cluster distances from the UE and their sizes.
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4. Self-consistent modeling of temporal and spatial correlations. The Doppler phase factors depend on the
location of scatterers.

5. Smooth time evolution of fast-fading: Scatterers in each cluster are continuously added and subtracted to
mimic the UE movement. At every time interval the UE position is updated, a number of scatterers is added
from a Gaussian distribution centered at the new UE location, while the same number of scatterers is
eliminated from the last position of the UE for which scatterers still exist. Thus, at any time the distribution
of scatterers around the mobile originates from a set of slightly shifted Gaussian distributions. The total
distribution can be also approximated by a Gaussian [8]. This gradual renewal of scatterers ensures that
there are no abrupt UE signal discontinuities in time. The same procedure is used for all paths.

6. A relative path loss coefficient Pc is included for secondary clusters to represent their relative power
reduction. Pc is unity for scatterers in the principle cluster and less than unity for those in other clusters. The
relative path losses can be taken either from a path-loss model or from a particular model defined by a
certain standard (see Table 1).

7. The phase factors in Eq. 2 and the knowledge of the antenna responses and antenna geometry allows for the
estimation of angle-of-arrival information.

8. Incorporates recommendations of COST 259.

Specific parameter values for channel cases introduced in the standards are described in Table 1. These values
were picked to give the observed delay and measured angle spreads [8]. Clearly, slightly different choices are
not expected to drastically change the simulated behavior. Also, for example, the same rms size σ is used for all
clusters for simplicity.

In this contribution we have included two new features:

9. Model for polarization propagation (Section 2.1).

10. Distribution of position and number of clusters may be included to simulate realistic birth/death of paths in
a representative environment (Section 2.2).
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Pedestrian A Model Pedestrian B Model Vehicular A Model Vehicular B Model
# of Paths 4 6 6 6

0 0 5 0 0 5 0 0 1 -2.5 0 1
-9.7 110 4 -0.9 200 4 -1 310 1 0 300 1
-19.2 190 4 -4.9 800 2 -9 710 0.9 -12.8 8900 0.5
-22.8 410 3 -8 1200 2 -10 1090 0.9 -10 12900 0.4
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-20 3700 0.7 -20 2510 0.7 -16 20000 0.3
Speed (km/hr) 3 3 120 120

Cluster size σ (m) 15 15 30 37.5
Radius R (m) 166 166 1666 1666

# scatterers/cluster 30 30 30 30

Table 1: Model Parameter Values to fit IMT-2000 models [10]. The implied angle-spreads per path correspond to the angular
width of the cluster size σσ  as seen from Node B. The distance of the Node B to the UE for  a given path is calculated based on
the Radius R and its relative delay.

2.1 Polarization Propagation

The asymmetry in scattering of vertically and horizontally polarized microwaves requires the explicit modeling
of the propagation and mixing of horizontal and vertical electric fields, especially when considering antennas
with different polarizations (for example, dual ±450 slant). This can be done within the framework of the above
model by introducing a matrix describing the propagation of and mixing between horizontal and vertical
polarized waves due to each scatterer k. The amplitude of each scattered wave becomes:
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The quantities in curly brackets in Eq. 2 have been generalized to the matrix product in Eq. 3. The 2x2 matrix
represents the scattering phases and amplitudes of a plane wave leaving the UE with a given angle and
polarization and arriving Node B with another direction and polarization. rx is the average power ratio of waves
leaving the UE in the vertical direction and arriving at Node B in the horizontal direction (v-h) to those arriving
at Node B in the vertical direction (v-v). By symmetry we assume that the power ratio of the opposite process
(h-v over v-v) to be the same. Similarly, the average power ratio of h-h to v-v is represented by rh. Numerous
publications have reported measurements involving different polarizations and polarization mixing. Just a few
of them are references [4, 11-13]. It is usually not obvious how to extract rx and rh. What is typically measured
is e.g. the power received by a vertically and a horizontally polarized antenna at Node B with the signal
transmitted from a vertically polarized antenna at the UE [12, 13] or sometimes from both a vertically and a
horizontally polarized antenna at the UE [4, 11]. However, there are several factors, such as the effect of the
antenna gain, 1 or the amount of mixing between vertical and horizontal polarizations at the UE due to waves
                                                                
1 For example, the average gain of a vertically polarized electric dipole antenna for waves arriving uniformly in the x-y plane is twice
larger than the average gain from a horizontally polarized dipole antenna.
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arriving in a 3 dimensional fashion, especially in urban locations. These factors have not been dealt with
properly yet. However, assuming that these factors do not play a significant role, we can use the published
measurement results to estimate  rh=-4dB [11] and rx=-(6-8)dB [11-13] in urban areas, and rh=-2dB [4] and
rx=-(8-12)dB [4, 12, 13] in suburban environments. The exact values to be used are expected to be set by
consensus.

The phases βik (for i=1...4) are assumed uniform and i.i.d. The left-hand vector in Eq. 3 gives χbV and χbH, the
(complex) response of Node B antennas in the vertical and horizontal polarization directions, respectively. (For
example, for a vertical ideal dipole antenna χbH=0 and χbV=1.) Similarly, the right-hand vector gives χmV and
χmH, the response to vertically and horizontally polarized waves at the UE antenna. To keep the 2-dimensional
structure of the model, we take these gain factors at zero azimuth angle. However, this is only valid if there are
no scatterers close to the antenna, e.g. in the case of a base station located above the clutter. This is not always
true in the case of the UE, which may receive/transmit waves from/to scatterers of varying azimuth angles (e.g.
when it is located inside a car). This has the effect of locally mixing the horizontal and vertical polarizations.
Therefore, it is proposed in such situations to average the responses χmV and χmH over the azimuth. This effect is
equivalent to averaging over the tilting of the UE antenna, for example due to the movement of the head of the
speaker while talking on a mobile.

2.2 Birth-Death Propagation

Modeling birth-death phenomena of channel paths is necessary to characterize the tracking performance of
beamforming algorithms.  In addition, in system level simulations users experience a wide variety of multipath
profiles throughout a packet session – not a constant profile as it is assumed currently.

Release 99 [14] specifies a simple birth-death model. The model uses two static paths that alternate between
‘birth’ and ‘death’ with equal probability at a position that is randomly selected from a predefined set of
locations. However, this model has been developed for testing purposes and is not suitable for any realistic
performance evaluation.

We introduce a realistic model based on a stochastic distribution of clusters [15]. Figure 3 illustrates the
temporal evolution of the scattering environment around UE. Clusters are distributed in a geographical area
according to some probability density function. The propagation environment around the UE is characterized
by the effective scattering area. Clusters that fall into the effective scattering area are treated as active
reflectors/scatterers.  As the UE changes position from time t=0 to t=T, new clusters are added to the effective
scattering area.

Parameter Value
Cluster radius Shown in Table 1
Cluster distribution Uniform in space
Radius of effective scattering area 700 m
Cluster update time T 191 ms [14]
Mobile velocity Shown in Table 1

Table 2: Parameters for birth-death propagation condition.
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3 MAPPING TO THE COVARIANCE MODEL

In this section we demonstrate how the generalized Jakes model can be mapped into a common channel
modeling approach, the covariance model [16, 17, 1, 18]. We take the following steps:

1. Define the type of environment we want to simulate. (e.g., Vehicular A from Table 1). Thus the angular
distribution of power at Node B and the UE is specified.

2. Generate a number and type of appropriate clusters/paths, e.g. 4 paths with given power ratios, and delays
from a particular model, say the Pedestrian A model.

3. Specify the antenna array structures and responses χm and χb at the UE and Node B. For simplicity we
assume linear arrays of ideal dipole antennas, with either vertical or horizontal polarizations.
Generalizations of this case to arbitrary antennas can easily be made [17].

4. Generate the average power distribution at Node B given the distribution of scatterers and clusters. In
particular, given the location of the base rB=(xB, yB) and a set of cluster centers rc= (xc, yc), where c is the
cluster index, the angular coordinates of the cluster centers may be computed as αBc=ang(rc- rB), measured
from the y-axis (see Fig. 1). For small angle-spreads σBc=σ/|rc-rB|, the angular spectrum PBc(αB) at Node B
can be approximated by a Gaussian with mean αBc and standard deviation σBc, where σ is the distribution of
scatterers around the center of the cluster c (see Table 1).
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The exact details of the distribution (i.e., Gaussian or Laplacian) are not expected to be essential as long as
the angle spread σBc is fixed.

5. The correlation between Node B antennas p and q, separated by the distance dpq is then given by
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where φb is the angle of orientation of the linear array, measured between the normal to the line separating
the elements p and q and the y-axis (see Fig. 1). pp and pq are polarizations of the antennas p and q, with 0
for horizontal polarization and 1 for vertical polarization. δ is the Kronecker delta function, taking values
of 1 for the same polarization of antennas p and q, and 0 for different polarizations.  The quantities χp and
χq are the antenna responses of antennas p and q.

6. Similarly generate the power distribution at the UE. In this case we assume for simplicity a uniform (360
degree) distribution of angles corresponding to scatterers uniformly distributed in angle around the mobile.
Therefore
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7. Using Eq. 6 calculate the correlation between antennas r and s at the UE, with polarizations pr and ps,
respectively and separated by distance drs:
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8. Using the correlation matrices given by Eq. 5 and Eq. 7, the channel transfer matrix C(t) (see Eq. 1) can
now be generated from complex Gaussian matrices with i.i.d. entries. The uplink channel can be written as

Bcc
up

mc tH ΦΦ= )(P(t)C c

up

c (8)

and the downlink channel as

Bcc
down

mc tH ΦΦ= )(P(t)C c

down

c (9)

Pc is the relative strength of each cluster to the main one (chosen e.g. from Table 1). Also, Hc
up and Hc

down

are different i.i.d. matrices corresponding to the uplink and downlink statistics of the channel, which are
supposed to be independent. Finally, the dependence on t denotes that the matrices H are regenerated at
every time the channel is updated. Separable correlation expressions used above correspond to the general
correlation matrices, defined as Kronecker products of receiver and transmitter correlation matrices, as in
the Nokia proposal [1]. The correlation matrices ΦΦm and ΦΦ B are computed once by evaluating the spectral
integrals given by Eqs. 5 and 7, and then the H matrices may be calculated by randomly generating Hiid
matrices.

9. It should noted that the input parameters in the correlation matrices are of 2 types:
a) Antenna configuration properties, e.g., antenna responses χ and relative positions d between the

antennas.
b) Angle spread of incoming/outgoing power at the UE and Node B (σBc ) and other properties of the

channel, e.g. polarization. These parameters describe the channel.
To be able to compare different algorithms and antenna configurations, one has to specify only the angle
spread and the polarization characteristics of the channel, i.e. parameters of type (b). These parameters give
an unambiguous description of the channel, on which direct comparison can be made between different
algorithms with their optimal antenna configurations. In this contribution we thus propose to come to a
consensus in the choice of the power distribution parameters (e.g., angle spread and angles of arrival as well
as delays) for the various paths described in IMT 2000[10], rather than just the correlation matrices.
Proposed values for angle spreads for the various fingers are summarized in Table 1.

Once the channel properties have been specified (parameters of type (b) above), the antenna configuration
uniquely specifies the correlations matrix. Below we present three illustrative examples of correlation
matrices corresponding to useful antenna configurations, of which two are representative for Node B and
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one for the UE. These should only be seen as test cases which depend on their particular antenna
configuration. For simplicity, we assume four ideal vertically polarized antennas with χ(α)=1.
a) The first example of a correlation matrix for Node B corresponds to an angle spread of σBc=2 degrees

and mean angle of arrival αBc=10 degrees (with respect to broadside). The antenna spacing is, from left
to right 0.5λ, 10λ, 0.5λ. This configuration can be used for both beam-steering and transmit diversity.
The resulting correlation matrix is
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b) The second example for Node B has the same angle spread σBc=2 degrees and mean angle of arrival
αBc=0. The antenna spacing between neighboring antennas is 4λ (uniformly spaced array). This case can
be used in MIMO-type applications. The resulting correlation matrix is
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168.022.003.0

68.0168.022.0

22.068.0168.0

03.022.068.01

2B (11)

As we can see from Eq. 10 and Eq. 11, the correlation matrices strongly depend on the antenna configuration
and the angle of arrival.

c) The third example, for the UE, corresponds to a uniformly spaced array, with antennas 0.4λ apart, with
waves coming from all 360 degrees (Eq. 6). In this case the correlation matrix elements can be written
analytically as Φc,ij=J0(π|i-j|) and the matrix is:
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105.017.026.0

05.0105.017.0

17.005.0105.0

26.017.005.01

m (12)

Finally, note that the simplified model does not include temporal evolution of the channel.  Short-term
evolution may be carried out by including Doppler shifts with every plane wave arrival at the mobile, as is done
in the Nokia proposal [1], the Siemens proposal [2], as well as in the scattering model presented here.
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APPENDIX: IMPLEMENTATION OF GENERALIZED JAKES MODEL

To exemplify the way the generalized Jakes model is generated and used, we summarize below the necessary
steps in the model.

1. Choose parameters:

a) Node B properties.

i) Location: by default the center of the Node B location is set to (0,0).

ii) Antenna array properties: The type of antennas, the (complex) response χ as a function of angle for
uplink/downlink frequencies (and generally in both the vertical and horizontal polarizations), their
relative positions and orientations.

b) UE properties:

i) Initial location (xm, ym): By default set to the boresight of the Node B array with distance R from
Table 1.

ii) Antenna array properties: The type of antennas, their complex response χ for uplink/downlink
frequencies (and generally in the vertical and horizontal polarizations), their relative position and
orientation. By default their orientation is chosen to be perpendicular to the direction of motion of
the mobile (see Fig. 1).

c) Clusters: There are two general ways to generate clusters. One is to use a fixed set of clusters to satisfy a
certain model, e.g. the Vehicular A Model (see Table 1). Alternatively one can choose a distribution
(e.g. uniform) for the positions of the cluster centers which satisfies certain criteria (fixed average delay
spread) and allow only a certain subset of them to be illuminated by the UE located at a certain position
(see Section 2.2). For simplicity, we discuss the former case. Thus the choice of the model (see Table 1)
determines (i) to (iii) below:

i) Number of paths.

ii) Relative delays in nsec.

iii) Relative power strengths.

iv) Position of clusters: Their positions of their centers (xc,yc) are chosen to satisfy the delay
requirements and to be distinguishable.

d) Scatterer parameterization: Examples of these numbers appear in Table 1.

i) Number ns of scatterers per cluster/path.

ii) Cluster size σ in meters.
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e) Mobile velocity. This also is set either arbitrarily or by a standard model (e.g. Pedestrian A Model has
v=3km/hr).

f) Dynamics parameters:

i) Update time: Increment of time at which the mobile and scatterer positions are updated. For example
it can be set to ∆τ=λ/v.

ii) Number of scatterers updated, ∆n: The number of scatterers per cluster which are updated after
every ∆τ, e.g. 10% of the total number of scatterers per cluster.

2. Initial distribution:

a) The initial distribution of scatterers for the principal path is generated from N=ns/∆n Gaussian
distributions. Each such component distribution has standard deviation σ in the direction perpendicular
to the UE motion and a slightly smaller standard deviation in the direction of motion given by

12/)(' 222 τσσ ∆−= Nv . The mean of the z-th component distribution (with z=1…N) is chosen to be
)12/( )v,(v-)y,(x yxmm zN −+∆τ , positioned uniformly in the direction of motion of the UE [12]. ∆n

scatterers are chosen from each component distribution, so that a total of ns scatterers is generated. The
rationale behind this choice will become apparent below. However it should be stressed that when σ >
Nv∆τ, the resulting total distribution very closely approximates a bivariate Gaussian distribution
centered at the UE position with standard deviation σ. Similarly, the positions for scatterers centered
around the other cluster centers are generated using (xc,yc) instead of (xm,ym).

b) Place the positions of the scatterers for each cluster in a stack, in order of advancing mean of the
distribution from which they were generated.

c) Create two random phases β for each of the scatterers (see Eq. 2), one for uplink and one for downlink
frequencies. (For treatment of polarization one needs to create 8 phases for each scatterer (see Eq. 3)).

d) Calculate Sk for each of the scatterers in each cluster, for both uplink and downlink and for each Node
B/UE antenna pair (see Eq. 2 and 3). For the secondary clusters, the angles θ for the UE are calculated
from the positions of the scatterers relative to the center of the cluster.

3. Sum the channel contributions of each scatterer Sk for each cluster c (see Eq. 1).

4. Channel dynamics:

a) Update time t’=t+∆τ .

b) Update position of UE to (x’,y’)=(x,y)+ ∆τ (vx, vy) along the velocity vector (vx,  vy). Also update
position of all other cluster centers by the same vector ∆τ (vx, vy), so that their relative position to the
mobile stays fixed.
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c) Generate ∆n new scatterers’ positions for each cluster using a component Gaussian distribution as in
2(a) above, with mean position advanced by ∆τ(vx, vy) in the direction of motion compared to the most
advanced existing mean position in the stack. Also generate random phases for uplink/downlink
channels for the new scatterers.

d) Add the ∆n new scatterer positions in the beginning of the stack for each cluster. Remove the final ∆n
positions and phases from the stack corresponding to scatterers generated by the component distribution
with the most lagging mean in the stack. Thus, the total number of scatterers in the stack remains fixed
and the scatterer distribution is always very accurately approximated by a Gaussian. In addition only a
few scatterers are changed each time.

5. Evaluate the channel contributions Sk for all scatterers in their new relative positions to the UE in
uplink/downlink modes.

6. The resulting sum for each cluster can be output as the channel matrix between the Node B and UE antenna
arrays at each time-step.

7. Repeat steps 4-6.

REFERENCES

[1] Nokia, “MIMO channel model for link-level simulations using correlated antennas” 3GPP document TSGR1\19 R1-01-0260,
February 2001.

[2] Siemens, “Further link-level results for HSDPA using multiple antennas” 3GPP document TSGR1\15 R1-00-1067, August 2000.

[3] Nortel, “Discussion on the MIMO channel” 3GPP document TSGR1\20 R1-01-0644, May 2001.

[4] Motorola, “MIMO channel model assessment” 3GPP document TSGR1\20 R1-01-0653, May 2001.

[5] Lucent,  “Proposal for a spatial channel model in 3GPP RAN1/RAN4” 3GPP document TSGR1\20 R1-01-0579, May 2001.

[6] Lucent, “Spatial channel model for MIMO simulations” 3GPP document TSGR1\20 R1-01-0582, May 2001.

[7] W. Jakes “Microwave Mobile Communications” Chapter 1, IEEE Press.

[8] R. M. Buehrer et al “Spatial Channel Model and Measurements for IMT-2000 Systems”, IEEE Proc. of Vehic. Tech. Conf.,
Rhodes, Greece, May 2001.

[9] A. L. Moustakas et al, “Wideband characterization of the urban PCS channel” International Symposium on 3G Infrastructure and
Services, Athens, Greece, July 2001.

[10] ITU, “Guidelines for evaluation of radio transmission technologies for IMT-2000” Rec. ITU-R.M.1225.

[11] W. C. Y. Lee, “Mobile communications engineering: theory and applications”, Ch. 5, pp. 198-199, McGraw-Hill, 1998.

[12] R. G. Vaughan, “Polarization diversity in mobile communications” IEEE Trans. on Veh. Techn., vol. 39, no 3, p. 177, 1990.



3GPP TSG RAN WG1 Ad Hoc Meeting on R5
June 26-28, 2001, Espoo, Finland.

Page 12 of 15

[13] M. Nilsson et al., “Measurements of the spatio-temporal polarization characteristics of a radio channel at 1800MHz”, IEEE Proc.
Vehic. Techn. Conf. (VTC’99), Houston, Texas, p. 386, May 1999.

[14] “UTRA (BS) FDD: Radio Transmission and Reception,” 3GPP document TS 25.104 R99, March 2001.

[15] R. J. Piechocki et al., “A new stochastic spatio-temporal propagation model (SSTPM) for mobile communications with antenna
arrays”, IEEE Trans. on Comm., vol. 49, no 5, p. 855, May 2001.

[16] D. Chizhik et al, “ Effect of antenna separation on the capacity of BLAST in correlated channels”, IEEE Commun. Lett, vol. 4
No 11 p.337, November 2000.

[17] A. L. Moustakas et al,  “Communication in a crowded world: coherence and capacity” Science, vol. 287, p287 January 2000.

[18] L. Schumacher et al., “MIMO channel characterization”, IST Project, IST-1999-11729 METRA Deliverable 2, February 2001.



3GPP TSG RAN WG1 Ad Hoc Meeting on R5
June 26-28, 2001, Espoo, Finland.

Page 13 of 15

FIGURES

Figure 1: Pictorial representation of scattering from a single scatterer k at position (xk,yk) in the uplink channel from antenna
m at the Mobile (UE) to antenna b at the Base Station (Node B). Each antenna is positioned at distance d from the center of the
array. Angles αbk  and αmk  are the angles of arrival and departure, respectively, of the plane wave, measured from the y-axis.
φb  is the angle between the y-axis and the vertical to the plane of the array at Node B. Similarly φφm is the angle between the
mobile velocity and the y-axis. (For illustrative purposes the vertical to the plane of the array is taken to be the velocity
vector.) θθbk and θθ mk, entering in the phase factors in Eqs. 2-3, are the differences between α and φ for each array. Finally ββ k is
the random phase acquired by the wave from scatterer k. This illustration is consistent only with the main cluster. For
secondary clusters, each scattering event corresponds essentially to two scatterers. The first is in the vicinity of the mobile
much like the one depicted above, giving a practically uniform angle spread for αmk. The wave departing from the first
scatterer is reflected by the second, which is far from the mobile, representing a large reflector. Waves from the second large
reflector arrive at Node B with a relatively narrow angle spread of αbk (see Fig. 2).
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Figure 2: Cluster structure of multipath scattering. The primary path arrives at the Base station (Node B) directly from the
mobile (UE). The secondary paths correspond to secondary reflections of the signal from extended objects far away from the
mobile. Due to the reflection they appear to arrive from a different location than the UE. The figure represents the main paths
from the perspective of Node B. For the UE, all scatterers appear to be distributed around its location, giving a symmetric
Doppler spread.
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Figure 3: Example of temporal evolution of propagation environment around UE.
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