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1 Introduction
In the TSG-RAN#80 plenary meeting [1], the scope of the new SID on physical layer enhancements for NR URLLC was defined for Release 16 (R16). In addition to AR/VR which is already enabled by release 15 (R15) URLLC, three different use cases were identified for performance evaluation, including transport industry, power distribution and factory automation. The detailed requirements for these use cases as well as the simulation assumptions have been hotly discussed from RAN1 #94 meeting onwards, and have almost been accomplished in the last two meetings [2],[3]. 
This contribution mainly provides system level simulation results for the use case of Factory Automation. The results are based on R15 URLLC technologies and hence would serve as a baseline performance evaluation achieved with R15 URLLC for factory automation. 
2 Simulation Results
Within the scope of Factory Automation, Motion Control is selected for performance evaluation. For the typical motion control system, three entities are involved, i.e., Motion controller, Actuator, and Sensors. Note that the Actuators and Sensors are often integrated into one physical entity, as shown in Figure 1. The data transmission is executed in a strictly cyclic manner. For the forward circle link, the motion controller periodically sends desired set points to actuators, while after receiving the set points from the controller, actuators will perform a corresponding action on one or several processes at a predetermined time instance. This predetermined time instance should be aligned between all entities and is often called as the "global sampling point". Exactly at this time instance, all the sensors would feedback their current actual values from their internal buffer to the controller, which is called as the backward circle link [4]. 
If the data transmission would be carried by 5G wireless communication networks, then the communication link would be split into two hops. Take the forward link as example, the first hop is from motion controller to the indoor BS and the second hop is from the indoor BS to the actuators. In our understanding, the first hop could be wired since the controller is often fixed and the number of controllers is also often small. Whilst the second hop should be wireless since the actuators are responsible for some mobile operations, e.g., moving from one place to another or lifting/rotating its limbs. Additionally, the number of actuators could be very large.
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Figure 1 Illustration of communication link in motion control
The performance in the 4 GHz FDD system is evaluated. The detailed simulation assumptions are given in Appendix A, and the distribution of Geometry and Coupling loss is given in Appendix B for calibration purpose. Meanwhile, the simulation time is set as 20000 seconds, and hence about 10 millions of packets are generated and transmitted during the simulation to guarantee the convergence of BLER.
Both the processing time at the gNB and the UE as well as the alignment time are considered to model the timeline for downlink and uplink data transmissions, and the details could found in Section 2 in our companion paper [4]. The latency and reliability requirements for this use case are strict, i.e., 1 ms air interface latency and 99.9999% reliability. Finally, the periodic and synchronized traffic model is simulated and the packet arrival is modeled as

· Periodic-UEG: All served UEs are divided into two equally large groups. The packet arrival for UEs within the same group is synchronized, i.e., the packets arrive at the same time instance, while the packet arrival instances for UEs in two groups are half-periodicity apart. 
Table 1 shows the ratio of UEs satisfying the 1 ms latency and 99.9999% reliability requirements and the corresponding resource utilization. For the uplink transmission, only GF scheme is simulated due to the small latency budget. The transmission time interval (TTI) is 14 OFDM symbols (OS), and the total overhead for control and reference signal is set as 21.7%. It is found that about 90.8% UEs could satisfy the 1 ms latency and 99.9999% reliability requirement in case of 40 MHz bandwidth and 10 UEs per cell in the uplink transmission. The performance is good mainly owing to the robust resource allocation, i.e., all available resources within the latency budget are equally allocated to all UEs. Since the factory automation is often an isolated application, it is feasible to allocate all resources to all UEs in such a case.

For the downlink transmission, only the performance for UE capability#2 is evaluated due to the small latency budget. Meanwhile, the TTI length is set as 4 ms to reduce the potential alignment time, and the corresponding control and reference signal overhead is 25%. Then according to the latency analysis in [4], it can be found that one retransmission opportunity is available within the 1 ms latency budget if the transmission is not blocked by other UEs. The performance is poor and only 22.7% UEs could satisfy the 1 ms latency and 99.9999% reliability requirements. Meanwhile, the resource utilization (RU) is very low, less than 5%. The detailed results show that the packet error totally comes from the error decoding. This is because the CSI estimation is imperfect and the feedback is outdated, hence the select MCS cannot achieve the target BLER as expected. This phenomenon is more obvious compared to the observation in Transport Industry or Power distribution, because the latency budget is small and hence it is more important to accurate CSI to achieve successful data transmission within two shots.

To improve the downlink performance, we introduce resource allocation offset for retransmission. The resource allocation offset can be denoted as the RB scaling factor, and a scaling factor X means that the number of allocated RBs for retransmission is X*N, where N is the number of RBs determined according to the estimated CSI and 1e-6 target BLER. As shown in Table 1, if the scaling factor is 2, the ratio of UEs satisfying the target latency/reliability requirements could be increased to 43.3%. The performance could be further improved to 87.5% and 96.7% when the scaling factor is set as 4 and 8 respectively. Moreover, since the probability of retransmissions is small, the RU is not increased much. For example, even for a scaling factor of 8, the RU is only increased from 4.87% to 6.93%. 
Moreover, since the CSI error comes from both imperfect CSI estimation and outdated CSI feedback, it is likely to improve the performance further if we can reduce the CSI feedback delay. For example, we can introduce the A-CSI on short PUCCH triggered by DL DCI to enable timely CSI feedback and hence more accurate MCS selection in retransmission [6].

Observation 1: For factory automation in 4 GHz FDD system with 10 UEs per cell and 40 MHz bandwidth, 
· About 22.7% and 90.8% UEs could achieve 1 ms latency and 99.9999% reliability in the downlink and GF uplink transmissions respectively;

· About 96.7% UEs could achieve 1 ms latency and 99.9999% reliability in the downlink when a RB scaling factor of 8 is used for retransmission.
Observation 2: For factory automation in 4 GHz FDD system with 10 UEs per cell and 40 MHz bandwidth, the performance bottleneck comes from imperfect CSI estimation and outdated CSI feedback, which could be improved by robust resource allocation.
Note that 100% UE coverage is necessary for factory automation since one or two device failures would stop the production line and incur a substantial economic loss. Meanwhile, the maximum number of UEs per cell is 40 in the agreement. According to the current results, it is foreseen that the ratio of UEs satisfying the latency and reliability requirements would reduce greatly if the number of UEs is enlarged to 40 per cell. Hence enhanced technologies are needed for factory automation.
Proposal 1: For factory automation in 4 GHz FDD system with 10 UEs per cell and 40 MHz bandwidth, enhanced technologies should be studied to further improve the downlink and uplink transmission performance to achieve the required latency/reliability metrics and almost 100% UE coverage.
Table 1 The ratio of UEs satisfying 1 ms latency and 99.9999% reliability and the resource utilization with different RB scaling factor X in retransmission
	
	DL
	DL & X=2
	DL & X=4
	DL & X=8
	GF UL

	UE ratio
	22.7%
	43.3%
	87.5%
	96.7%
	90.8%

	RU
	4.87%
	5.45%
	6.68%
	6.93%
	50%


3 Conclusions 
In this contribution, simulation results for motion control in factory automation are presented to establish a baseline performance. Observations and proposals are given as follows.
Observation 1: For factory automation in 4 GHz FDD system with 10 UEs per cell and 40 MHz bandwidth, 

· About 22.7% and 90.8% UEs could achieve 1 ms latency and 99.9999% reliability in the downlink and GF uplink transmissions respectively;

· About 96.7% UEs could achieve 1 ms latency and 99.9999% reliability in the downlink when a RB scaling factor of 8 is used for retransmission.
Observation 2: For factory automation in 4 GHz FDD system with 10 UEs per cell and 40 MHz bandwidth, the performance bottleneck comes from imperfect CSI estimation and outdated CSI feedback, which could be improved by robust resource allocation.

Proposal 1: For factory automation in 4 GHz FDD system with 10 UEs per cell and 40 MHz bandwidth, enhanced technologies should be studied to further improve the downlink and uplink transmission performance to achieve the required latency/reliability metrics and almost 100% UE coverage.
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Appendix A
Table A Simulation assumptions for Factory Automation in Indoor deployment
	Parameters
	Value

	Layout
	Single layer as defined in 38.802

Indoor floor: 12 BSs per 120 m x 50 m

	Inter-BS distance
	20 m

	Carrier frequency
	4 GHz

	Simulation bandwidth
	40 MHz

	SCS
	30 kHz 

	Channel model 
	ITU InH for 4 GHz

	Transmit power per TRP
	24 dBm for 20 MHz bandwidth


	BS antenna config.
	4Tx/4Rx antenna ports: (M, N, P, Mg, Ng; Mp, Np) = (8, 4, 2, 1, 1; 1, 2)
dH = dV = 0.5 λ, and machine antenna tilt is 90 degrees

	BS antenna height
	10 m

	BS antenna element gain + connector loss
	5 dBi

	BS receiver noise figure
	5 dB

	UE Tx power
	23 dBm

	UE antenna height
	Follow the modelling of TR 38.901 (e.g. 1.5m)

	UE antenna config.
	2 Tx/4 Rx antenna ports, 
- For 4 Rx: (M, N, P, Mg, Ng; Mp, Np) = (1, 2, 2, 1, 1; 1, 2)

- For 2 Tx: (M, N, P, Mg, Ng; Mp, Np) = (1, 1, 2, 1, 1; 1, 1)

dH = dV = 0.5 λ

	UE antenna gain
	0 dBi

	UE receiver noise figure
	9 dB

	UE distribution
	100% of users are indoors 
Use 3km/h for modeling fading channel

	Number of UEs per cell
	5

	UE power control
	Open-loop power control with P0 = -65 dBm, alpha = 0.6

	HARQ/repetition
	Adaptive HARQ retransmission

	Channel estimation
	Realistic

	BS receiver
	MMSE-IRC


Appendix B
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(b) Coupling loss
Figure 1 Distribution of DL Geometry and Coupling loss for factory automation in Indoor
