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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]Based on the WID of NR MIMO enhancements for Rel-16 in RAN meeting #80 [1], Rel-16 will specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead as follows:
· Extend specification support in the following areas [1]
· Enhancements on MU-MIMO support:
· Specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead 
· Perform study and, if needed, specify extension of Type II CSI feedback to rank >2.  
It has been agreed at RAN1 #95 [2] that:
Agreement:
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 
· Note: Additional compression scheme(s) are not precluded 
Agreement:
In RAN1 NR-AH 1901, decide (agree on) at least the following aspects of DFT-based compression:
· Frequency-domain compression unit: same subband size as CQI vs. RB (or multiple of RBs) different from CQI
· 
Basis subset selection for the 2L beams: common (including the possibility of reporting a subset of 2LM  coefficients) vs. independent
Agreement:
For RAN1 NR-AH 1901:
· Identify the remaining details required to finalize Type II rank 1-2 compression, e.g. range of values and configuration for each DFT-based compression parameter, CBSR utilization, detailed UCI design (such as reporting of coefficients associated with strongest beam/polarization)
· Companies are encouraged to evaluate the options A, B, C, D, and E (“other schemes”) summarized in Table 3 of R1-1813002 for potential support for Type II rank 1-2 overhead reduction 
Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for precoder/PMI FD compression unit, taking into account UPT vs. overhead and complexity 
· Alt1. Subband (SB), wherein the SB size for precoder/PMI compression is the same as the CQI subband size
· Alt2. X resource blocks (RBs), different from CQI subband size. Three sub-alternatives 
· Alt2.1 X = 1
· Alt2.2 X = CQI SB size / R where R>1 is a predetermined integer 
· Only one R value is supported. FFS: the value of R
· Alt2.3 X = {2, 4} where X is higher-layer configured 

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for quantization for evaluation purposes.
Agreement:
The first offline agreement in section 2.2 of R1-1814201 on ‘Basis subset or linear combination (LC) coefficient selection for the 2L beams’ is agreed.
Agreement:
In RAN1 NR-AH 1901, select one of the following alternatives for DFT basis oversampling factor(s) O3:
· Alt1. O3 = 4
· Alt2. O3 = 1 (critically sampled)
· Alt3. O3 is fixed for and depends on a given length of the DFT vector (N3) and/or bandwidth part, exact dependence is FFS

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.
Agreement: 

In RAN1 NR-AH 1901, companies are encouraged to evaluate the following alternatives for compression basis () subset selection scheme across different layers when RI=2. Select one of the following alternatives in RAN1#96: 
· 
Alt1. Basis subset selection () for the 1st is the same as that for the 2nd layer 
· 
Alt2. Basis subset selection () for the 1st can be different from 2nd layer

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.
For next meeting
In RAN1 NR-AH 1901, companies are encouraged to study the following issues for finalizing the remaining details on DFT-based compression in RAN1#96:
· Supported values for the number of FD compression units before compression, or the DFT vector length (N3), by considering, e.g.
· Whether one compression is performed across the entire CSI reporting band or a segment of the CSI reporting band
· Supported values for the number of FD components after compression (M for common selection or {Mi} for independent selection)
Agreement: 

For each layer, the following alternatives for quantizing each of the coefficients in  are to be studied for down selection in RAN1#96: 
· Alt1A. Rel.15 3-bit amplitude; Rel.15 QPSK and 8PSK co-phasing 
· Alt1B. Rel.15 3-bit amplitude; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing 
· Alt2A. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing 
· Alt2B. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing
· Alt2C. Rel.15 3-bit wideband amplitude + Rel.15 QPSK and 8PSK wideband co-phasing for each beam, 2/3-bit differential amplitude and co-phasing for FD coefficients;
· Alt3. A-bit amplitude for each of 2L beams, B-bit amplitude for each of M FD components, 1-bit differential amplitude and 8PSK co-phasing for each of the 2LM FD coefficients
· Alt4. For each beam, 
· B0-bit amplitude and C0-bit phase for coefficients for the P0 strongest coefficients, 
· B1-bit amplitude and C1-bit phase for coefficients for the P1 2nd strongest coefficients, …
· …
· BQ-1-bit amplitude and CQ-1-bit phase for coefficients for the PQ-1 Qth strongest coefficients
· Alternatively, amplitude/phase can be replaced with real/imaginary
· Alt5. Special case of Alt4: Q=2, B0=C0=3; B1=C1=2 on amplitude/phase

In this contribution, some additional evaluation results are provided as the supplement of the main contribution [3].

FD basis subset selection
Performance-overhead trade-off of different alternatives
Following [3], there are several alternatives for frequency domain basis subset selection schemes.
· Alt1A. Common selection for all the 2L beams, wherein M coefficients are reported for each beam
· Alt1B. Common selection for all the 2L beams, but only a size-  subset of coefficients are reported (not reported coefficients are treated as zero) 
· Alt1B-1. Subset selection: Bitmap of length , same bitmap for both polarizations, in which each polarization will select a size of  subset
· Alt1B-2. Subset selection: Bitmap of length  for two polarizations
· Alt2A. Independent selection for all the 2L beams, wherein  coefficients are reported for each beam. The value of  is same and fixed for different beams. The selected FD basis for each beam is indicated by combinatorial index.
· Alt2B. Independent selection for all the 2L beams, wherein  coefficients are reported for the i-th beam (i=0, 1, …, 2L-1). The value of   is independent and varied for different beams. The values of  can be determined by selecting the strongest  coefficients among all the  coefficients, similar as Alt1B, where . The selected basis is indicated by a bitmap of length , with same bitmap for both polarizations.
The comparison between Alt1B-1 and Alt1B-2 is provided in Fig. 1 and Fig. 2 with different parameters. Detailed parameters are shown in Appendix I. The frequency basis uses the oversampled DFT beam with oversampling factor O3=4. For the normalization and quantization of reported coefficients, the index of the strongest coefficient among the coefficients is reported and other coefficients are normalized by the strongest one. Then the amplitudes and phases for the normalized coefficients are quantized with A bits for amplitude and P bits for phase, respectively. The quantization table for amplitude and phase quantization simply follow Rel-15 Type II.
The performance (Y-label) and overhead (X-label) for DFT-based compression codebook as well as Rel-15 type II are illustrated. The performance of Rel-15 Type I is 100%. For each curve, each point on the curve corresponds to different configurations. For example, three points on the Type II curve correspond to L=2, L=3 and L=4, respectively. For the curve for space-frequency compression codebook, different points correspond to different values of K (the number of selected frequency basis), whose range is from 2 to 4. Upper curves means higher efficiency on the usage of the overhead bits for CSI feedback.
According to the simulation results in Fig. 1 and Fig. 2, Alt1B-1 and Alt1B-2 have similar performance-overhead trade-off. Alt1B-1 is slightly better than Alt1B-2 especially for small overhead. Therefore, Alt1B-1 is used for the reference design of Alt1B in this contribution.
Observation 1: For FD basis selection Alt1B-1 and Alt1B-2 have similar performance-overhead trade-off. Alt1B-1 is slightly better for small overhead case. For Alt1B-1, a bitmap of length LM is used for both polarizations, in which each polarization will select a size of K0/2 subset. For Alt1B-2, a bitmap of length 2LM is used for two polarizations.
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Figure 1. The performance-overhead curves for Alt1B-1 and Alt1B-2 with (A,P)=(3,3).
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Figure 2. The performance-overhead curves for Alt1B-1 and Alt1B-2 with (A,P)=(3,4).
System-level simulation results for the listed Alt1A, Alt1B-1, Alt2A and Alt2B. From Fig. 3 and Fig. 4, it can be observed that for L=4 and (A,P) = (3,3) or (3,4), Alt1A, Alt1B-1, and Alt2B have similar performance-overhead trade-off, while Alt2A has a worse trade-off. For the former three alternatives, Alt1B-1 has advantage for L=4 only when the overhead is smaller than 200 bits, and all the three alternatives have similar curves for larger overhead.
It should be noted that Alt1A has a much simpler form without additional parameters compared with Alt1B-1, Alt2A and Alt2B. Since the trade-off curves of Alt1A, Alt1B-1 and Alt2B have no significant difference, Alt1A is preferred for L=4 case.
Observation 2: For L=4 case, FD basis selection Alt1A, Alt1B and Alt2A have similar performance-overhead trade-off and better than Alt2B.
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Figure 3. The performance-overhead curves for Type II and DFT-based compression codebook (L=4, P=3).
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Figure 4. The performance-overhead curves for Type II and DFT-based compression codebook (L=4, P=4).
The spatial beam number L=6 is also considered here. For Alt1B-1 or Alt1B-2, since the major overhead is the quantization of  which is determined by the number of reported coefficients, increasing L without increasing K0 will only bring limited additional overhead. However, increasing L enlarges the range of candidate reported coefficients, which may provide some performance gain.
The trade-off curves for L=6 is illustrated in Fig. 5 and Fig. 6, with P=3 and P=4, respectively. Same as the analysis above, Alt1B-1 has the best performance-overhead curves beyond Alt2B, Alt1A and Alt2A. Alt1B-1 is preferred for L=6 case.
Observation 3: For L=6 case, FD basis selection Alt1B > Alt2B > Alt1A > Alt2A.
[image: ]
Figure 5. The performance-overhead curves for Type II and DFT-based compression codebook (L=6, P=3).
[image: ]
Figure 6. The performance-overhead curves for Type II and DFT-based compression codebook (L=6, P=4).

Different parameters for basis selection Alt1A
The evaluation of Alt1A for different parameters including L=4 and L=6 with 8PSK/16PSK for phase quantization is provided in Fig. 7. According to the simulation result, P=4 always has better trade-off curves than P=3. (L,A,P)=(4,3,4) is better for smaller overhead case while (L,A,P)=(6,3,4) performs better for larger overhead.
Observation 4: For basis selection Alt1A, L=4 is better for small overhead case while L=6 is better for large overhead case.
[image: ]
Figure 7. The performance-overhead curves for basis selection Alt1A with different parameters.

Different parameters for basis selection Alt1B
Considering potential performance gain provided by Alt1B, the evaluation of Alt1B for different parameters including (L,M)=(4,6)/(6,4) with 8PSK/16PSK for phase quantization is provided in Fig. 8. According to the simulation result, (L,M,A,P) = (6,4,3,4) has the best trade-off curve. It can be observed that for Alt1B-1, (L,M)=(6,4) has better performance than (L,M)=(4,6) with almost same overhead, which means that increasing L is more efficient than increasing M for Alt1B.
Observation 5: For FD basis selection Alt1B, increasing L is more efficient than increasing M, e.g., (L,M)=(6,4) is better than (4,6) with almost same overhead. 
Observation 6: (L,M,A,P) = (6,4,3,4) is proposed for FD basis selection Alt1B considering the best performance-overhead trade-off so far, with around 8% performance gain over Rel-15 Type II.
[image: ]
Figure 8. The performance-overhead curves for basis selection Alt1B-1 with different parameters.

Oversampling factor
Following Rel-15 Type II codebook, the spatial beams can be selected from one orthogonal group of oversampled 2D-DFT vector set. Similarly, there may be several oversampled orthogonal groups for the frequency basis vectors and the UE selects M frequency vectors from one of the orthogonal groups. For the DFT-based compression codebook, the set of frequency basis vectors can be DFT or oversampled DFT vectors, and the length of DFT vectors can be the number of subbands.
For basis selection Alt1A, the performance for DFT basis vectors with and without oversampling factor for L=4 is compared in Fig. 9. When the oversampled DFT matrix with O3=4 is adopted, the selected rotation factors are also reported, which needs extra 2 more bits only. According to the simulation result, the frequency domain compression with 4 times oversampled DFT with O3=4 has around 3% gain over non-oversampled DFT basis with O3=1, which shows the benefit of oversampling factor for frequency basis vectors. It can also be observed that for fewer frequency basis, the benefit of oversampling is larger, with the performance gain around 5%. For basis selection Alt1B, similar observation can be made according to Fig. 10.
The simulation of frequency oversampling for different antenna configuration is also performed. The performance gains achieved by oversampling for 16T2R and 32T2R with basis selection Alt1A are shown in Figure 11. It can be seen that the performance gain is more obvious for 16T2R compared to that of 32T2R. For M=2, the performance gain of 16T2R is increased to 6% for average UPT. Moreover, oversampling is more helpful to improve cell edge performance. For cell edge, the performance gain is up to 7%.
Based on the simulation results, it can be expected that oversampling can lead to better performance by using a small value of M and antenna ports, especially when the space-frequency basis vectors are more inaccurate.
Observation 7: The oversampling factor for frequency basis vectors provides an attractive performance gain with only a few bits overhead than non-oversampling. The benefit is more obvious for small values of M and antenna ports.
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Figure 9. The performance-overhead curves for basis selection Alt1A with O3=1 and O3=4.
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Figure 10. The performance-overhead curves for basis selection Alt1B-1 with O3=1 and O3=4.

[image: ]
Figure 11. The performance gain of oversampling for 16T2R and 32T2R schemes with O3=4.

Coefficients quantization
In this section, the quantization of  is studied. The following alternatives are evaluated.
· Alt1A. Rel.15 3-bit amplitude; Rel.15 QPSK and 8PSK co-phasing 
· Alt1B. Rel.15 3-bit amplitude; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing 
· Alt2A. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing 
· Alt2B. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing

Coefficient quantization for basis selection Alt1A
For basis selection Alt1A, the simulation results for quantization Alt1A, Alt1B, Alt2A and Alt2B are illustrated in Fig. 12. For quantization Alt2A and Alt2B, the legend A=2 or 3 is for differential amplitude. The wideband amplitude is selected as the amplitude of strongest FD coefficients for each beam.
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Figure 12. The performance-overhead curves for quantization Alt1A, Alt1B, Alt2A and Alt2B.
For quantization Alt1A and Alt1B, the only difference is the number of quantization bits for phase, i.e., P=2, 3 or 4. According to the evaluation results, it is obvious to see that quantization Alt1B with P=4 has better performance-overhead trade-off than quantization Alt1A with P=3, with around 3% performance gain for same overhead. For same value of M, quantization with 16PSK has around 1/7 additional overhead over 8PSK, and provides a considerable performance gain, which is more efficient in quantization. Quantization Alt1A with P=2 is even worse than Rel-15 Type II with 8PSK. It means that it is better to remove the QPSK option from Alt1A and Alt1B.
For quantization Alt2A and Alt2B, a similar observation can be made by comparing the trade-off curves for P=3 and P=4. In other words, Alt2B has a better trade-off over Alt2A. Besides, According to Fig. 8 the option of 2-bit differential amplitude is not suggested for quantization Alt2A and Alt2B. It is worth noting that the wideband amplitude for each beam can be interpreted and implemented in many ways for the quantization Alt2A and 2B, such as 
· Implementation 1: the maximum amplitude of coefficients for each beam;
· Implementation 2: the average amplitude of coefficients for each beam;
· Implementation 3: the R15 wideband amplitude of each beam. 
For Implementation 1, the differential amplitude of coefficients for each beam can be viewed as the normalized amplitude with the maximum amplitude as the reference. For Implementation 2 and 3, it is hard to limit the differential amplitude to a limited quantization range (e.g. [0,1]). As a result, Implementation 1 can be expected to have better performance. We also performed the simulations to evaluate the performance of above implementations with 3-bit wideband amplitude and 3-bit differential amplitude. Figure 13 shows the performance of quantization Alt 2A with different implementations of wideband amplitude. It can be seen that the wideband amplitude selected as the maximum amplitude of FD coefficients for each beam has the best performance. When the wideband amplitude is selected as the average amplitude of coefficients for each beam or R15 wideband amplitude of each beam, the obvious performance loss which is up to 5% can be introduced. For cell edge and large value of M, the performance loss is much more significant. Therefore, for quantization Alt 2A and Alt 2B, we propose that the wideband amplitude should be the maximum amplitude of FD coefficients for each beam.
 [image: ]
Figure 13. The performance of different implementations of wideband amplitude for each beam in Alt 2A.
Comparing quantization Alt1B and Alt2B both with 16PSK, it can be observed that Alt2B has around 20 additional bits but provides little performance gain over Alt1B for same (L, M) pairs. It means that differential amplitude provides no benefit and makes the quantization more complicated.
Observation 8: For basis selection Alt1A, quantization Alt1B with 16PSK > Alt2B with 16PSK and 3-bit differential amplitude > Alt1A with 8PSK > Alt1B with 8PSK and 3-bit differential amplitude.
Observation 9: Quantization Alt1A with QPSK and quantization Alt 2A/2B with 2-bit differential amplitude are not suggested for the trade-offs are worse than Rel-15 Type II with 8PSK.

Coefficient quantization for basis selection Alt1B
For basis selection Alt1B, the simulation results for quantization Alt1A, Alt1B, Alt2A and Alt2B are illustrated in Fig. 14. Similarly, the wideband amplitude is selected as the amplitude of strongest FD coefficients for each beam.
The evaluation results show that quantization Alt1B and Alt2B have almost same trade-off curves for high overhead cases, while quantization Alt1B performs better for low overhead cases. For quantization Alt1A and Alt2A, the trade-off curves are worse than Alt1B and Alt2B, which means 16PSK is necessary for phase quantization.
Since quantization Alt2B has no advantage compared with Alt1B but has a more complicated form, Alt1B is preferred for coefficient quantization.
[image: ]
Figure 14. The performance-overhead curves for quantization Alt1A, Alt1B, Alt2A and Alt2B.
[bookmark: _GoBack]Observation 10: For basis selection Alt1B, quantization Alt1B has the best performance-overhead trade-off, which is slightly better than Alt2B with 16PSK and 3-bit differential amplitude and also much simpler.
Conclusions
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]The contribution provides more evaluation results of DFT-based compression codebook, based on which the following observations are made.
Observation 1: For FD basis selection Alt1B-1 and Alt1B-2 have similar performance-overhead trade-off. Alt1B-1 is slightly better for small overhead case. For Alt1B-1, a bitmap of length LM is used for both polarizations, in which each polarization will select a size of K0/2 subset. For Alt1B-2, a bitmap of length 2LM is used for two polarizations.
Observation 2: For L=4 case, FD basis selection Alt1A, Alt1B and Alt2A have similar performance-overhead trade-off and better than Alt2B.
Observation 3: For L=6 case, FD basis selection Alt1B > Alt2B > Alt1A > Alt2A.
Observation 4: For basis selection Alt1A, L=4 is better for small overhead case while L=6 is better for large overhead case.
Observation 5: For FD basis selection Alt1B, increasing L is more efficient than increasing M, e.g., (L,M)=(6,4) is better than (4,6) with almost same overhead. 
Observation 6: (L,M,A,P) = (6,4,3,4) is proposed for FD basis selection Alt1B considering the best performance-overhead trade-off so far, with around 8% performance gain over Rel-15 Type II.
Observation 7: The oversampling factor for frequency basis vectors provides an attractive performance gain with only a few bits overhead than non-oversampling. The benefit is more obvious for small values of M and antenna ports.
Observation 8: For basis selection Alt1A, quantization Alt1B with 16PSK > Alt2B with 16PSK and 3-bit differential amplitude > Alt1A with 8PSK > Alt1B with 8PSK and 3-bit differential amplitude.
Observation 9: Quantization Alt1A with QPSK and quantization Alt 2A/2B with 2-bit differential amplitude are not suggested for the trade-offs are worse than Rel-15 Type II with 8PSK.
Observation 10: For basis selection Alt1B, quantization Alt1B has the best performance-overhead trade-off, which is slightly better than Alt2B with 16PSK and 3-bit differential amplitude and also much simpler.
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Appendix I
	Parameters
	Dense Urban (Macro layer only)

	Duplex mode
	FDD

	Carrier frequency
	4GHz

	Subcarrier spacing
	15kHz for 10MHz

	System bandwidth
	10MHz (13 subbands, 4 PRBs for each subband)

	Layout
	Hexagonal grid, 3 sectors per site, 19 macro sites

	Channel model
	SCM-3D-UMa

	Inter-BS distance
	200m

	Minimum distance
	35m

	BS antenna height
	25m

	BS Tx power
	41dBm

	BS antenna configuration
	 (M, N, P, Mg, Ng, Mp, Np) = (8,8,2,1,1,2,8), (dH, dV) = (0.5, 0.8) λ

	UE antenna configuration
	(M, N, P, Mg, Ng, Mp, Np) = (1,1,2,1,1,1,1) for overhead reduction; 
the polarization angles are 0 and 90

	UE distribution
	80% indoor, 3km/h; 20% outdoor, 30km/h

	UE receiver
	MMSE-IRC

	MIMO scheme
	SU/MU-MIMO switch for overhead reduction;

	Scheduler
	PF

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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