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1. Introduction
The following agreements were made in the 3GPP RAN1#95 meeting [1]:
Agreement
In RAN1 NR-AH 1901, select one of the following alternatives for basis subset selection scheme for each layer
· Alt1A. Common selection for all the 2L beams, wherein M coefficients are reported for each beam
· Alt1B. Common selection for all the 2L beams, but only a size-  subset of coefficients are reported (not reported coefficients are treated as zero) 
· Alt2. Independent selection for all the 2L beams, wherein  coefficients are reported for the i-th beam (i=0, 1, …, 2L-1)
Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for DFT basis oversampling factor(s) O3:
· Alt1. O3 = 4
· Alt2. O3 = 1 (critically sampled)
· Alt3. O3 is fixed for and depends on a given length of the DFT vector (N3) and/or bandwidth part, exact dependence is FFS
Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for precoder/PMI FD compression unit, taking into account UPT vs. overhead and complexity 
· Alt1. Subband (SB), wherein the SB size for precoder/PMI compression is the same as the CQI subband size
· Alt2. X resource blocks (RBs), different from CQI subband size. Three sub-alternatives 
· Alt2.1 X = 1
· Alt2.2 X = CQI SB size / R where R>1 is a predetermined integer 
· Only one R value is supported. FFS: the value of R
· Alt2.3 X = {2, 4} where X is higher-layer configured 

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for quantization for evaluation purposes.

The aforementioned agreements address the scalar quantization of amplitudes, however they do not discuss the quantization levels which in turn depend on the range of values of the parameters to be quantized. This range may significantly vary depending on  UE location, channel bandwidth and number of sub-bands. The variation in this range can be mitigated by suitably normalizing the parameters to be quantized.
[bookmark: _GoBack]In this contribution, we discuss a normalization scheme that can be easily adopted as part of the quantizer of any of the codebook compression schemes.


2.  Discussion

In  [2], a Type-II precoding compression scheme was described based on transforming each beam’s frequency-domain precoding vectors to the time domain and selecting a subset of the time-domain components which would then be fed back to the gNB.  The gNB would then perform the inverse transformation to the frequency domain to determine the set of 2L  precoding vectors or beams. Similar to conventional Type-II feedback, the beam selection matrix is denoted
	.

The resulting  precoding matrix for a layer can then be expressed as
	                                                        ,                                     (1)





where H means the Hermitian of a matrix,  is the size  DFT matrix and   is comprised of 2L time-domain coefficient vectors of length , and . W is a set of 2N1N2 × 1 dimensional precoding vectors (each row is a precoding vector), one each for each of Nsb sub-bands. The following steps are typically performed for the generation of   :
1. Compute W1 given the channel matrix  for each of the Nsb sub-bands, as shown in [3].
2. Using  and  (derived in Step 1), compute . This step requires finding the singular vectors corresponding to the largest singular values of the equivalent channel matrices   . Each row of  is the corresponding sub-band singular vector.
3. Taking the inverse Fourier transform of the columns of  results in , i.e., . The elements of  are also referred to as taps.

In [4], it was discussed that the singular vectors are not unique, and that the random phases associated with the singular vectors may result in poor performance of the compression scheme. Providing a proper phase to the singular vectors not only improves the compressibility of the stacked singular vectors but also improves the normalization precision of the quantize.
3. Normalization

We consider a transformation approach to matrix , such that the first tap of the main beam has the largest magnitude among all other taps and hence can be suitably used for normalization. We first zero-out the phase of the column of  corresponding to the main beam. However, we first need to decide on the the main beam whose first tap would have the strongest tap.  
Let m be the index of the main beam. Also, denote by αij, ϕij be the amplitude and phase of ijth element of , respectively. The ijth element of  is then given by:
.
The phase of all the Nsb terms of the m-th column of  is now set to zero. To zero-out the phase of the main beam, we offset the phases of all the beams via subtracting the phase of the main beam from the original phases of that beam. This subtraction is performed over all sub-bands, i.e., the new phase values of  are now given by
.
Now the ij-th element becomes 
) =),
and for the main beam these elements are non-negative real numbers, given by
.
Since   , the ij-th taps are computed as:
,             (1a)
and for the main beam, the tap becomes 
.                            (1b)
The zero-th tap of the main beam now becomes 
.
 Now, if we select the main beam index m using the magnitude sum of the elements of the stacked singular vectors, i.e.,
                            (2)
the first-tap which is equal to  becomes the largest over all possible taps over all the beams. Note that even for the main beam all other taps have smaller magnitude compared with the first tap.  This can be easily proven by treating the inverse Fourier transform as a summation of Nsb 2-dimensional vectors. The vector summation  is maximum if and only if all vectors have the same direction.
The tap value at an oversampled location i’ (i’ not an integer) are obtained as
,
which can also be shown to have a magnitude less than that of the first tap of the main beam, i.e, choosing the main beam using (2) also ensures that the oversampling of the taps (over all the beams) will not result in any tap larger than the first tap of the main beam. 
Since we know selecting the main beam using equation (2) and zeroing out its phase ensures that first-tap of the main beam is the strongest tap, we can now perform this normalization using the first-tap of the main beam, i.e., 
,
thereby limiting the range of magnitudes of all the taps to be less than one and hence a quantizer whose levels do not need to be dynamically changed can be easily adopted for quantization. 
Observation 1:  The first tap of the main beam is the largest tap and is  suitable for normalizing all the taps for quantization.
This transformation forces the magnitude of the first tap of the main beam to unity ( = 1). Thus, there is no need to explicitly quantize the first tap of the main beam. 
Observation 2: The value of the first tap of the main beam is equal to unity after normalization and so no bits should be allocated to report that tap value.
Going back to equation (1b), it can be easily seen that the  i-th tap of the main beam is the complex conjugate of the (Nsb – i )-th tap, i.e.,  where * is the complex conjugate operation. This symmetricity enables  to quantize and report only one half of the main beam taps, the second half of the taps can be obtained at the decoder (gNB) using this symmetric property. However, such a reporting advantage can be taken only in case when tap reporting is independent over all the beams. In the case of common basis reporting, the reporting has to be over an entire range to taps. However, the decoder (gNB) can improve the precoding vector by generating extra taps for the main beam if the reported taps do not follow symmetricity, i.e., i-th tap is reported but Nsb – i is not reported by UE to gNB.
Observation 3: The gNB should advantageously use the symmetric property of the taps to improve the quality of the precoding vector
4. Conclusion
This contribution proposed a normalization approach for scaling the tap values prior to quantization, which limits the range (maximum level) of the quantizer.
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