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[bookmark: _Ref349588338]1. 	Introduction
At RAN#80 the study item on NR positioning – "Study on NR Positioning Support" – was approved [1], and revised at RAN#81 [2]. The objectives of this SI include (among others) the following:
· Select the requirements and study corresponding evaluation scenarios/methodologies to enable positioning in regulatory and commercial use cases [RAN1]
· Identify requirements such as accuracy, latency, capacity, coverage, and etc. (in RAN1 #94bis)
· For evaluation purpose, radio layer level latency is considered rather than end-to-end latency.
· Define a representative number of evaluation scenarios for indoor and outdoor
· One use case representing indoor (e.g. Indoor Office as a baseline)
· One use case representing outdoor (Umi-street canyon and Uma scenario as baseline)
· One macro deployment from TR37.857 for FR1
· Note: Any specific deployment scenarios are also studied including evaluation scenarios for FR2.
· Define evaluation methodologies considering the above evaluation scenarios including:
· System parameters including operating bands for both FR1 and FR2 at least for RAT-dependent (NR-based) positioning and for hybrid of RAT-dependent and RAT-independent positioning
· User dropping procedures
· Performance metrics to evaluate vertical/horizontal positioning and the above identified requirements
· The evaluation scenarios/methodologies developed for above regulatory aspects can be a baseline for other positioning evaluations at least by taking TR 37.857 into account.

At RAN1#94bis, some simulation assumptions were agreed on for InH, UMi (both FR1 & FR2) and UMa FR1 [3]. In this contribution, we address some remaining aspects that were not yet addressed previously. We also provide simulation results for the horizontal positioning error for the UMI and Indoor Hotspot scenario for the following three positioning procedures:
· OTDOA
· UTDOA
· Multi-RTT

2. Scenarios, System Models and Assumptions
2.1  TxRU virtualization, codebook assumptions
For our evaluation results, we make the following assumptions regarding the TXRU virtualization and the codebooks used:
· FR1 uses the same TXRU per polarization for all scenarios agreed in RAN1#94bis as for FR2, that is, “the antenna elements of the same polarization of the same panel is virtualized into one TXRU.” 

· Note that for the agreed multipanel gNB cases, the agreed parameters obey dgH=N*dH if Ng>1, and dgV=M*dV if Mg>1. This implies that the single large panel also has uniform antenna-element spacing given by dH and dV.

· Analog beamforming weights for both gNB and UE were chosen as follows: We use the Kronecker product between vertical and horizontal weight vectors taken from DFT, with oversampling factor = 1. The DFT beam candidate in beam selection method is generated according to the uniform vertical and horizontal angular distribution shown as follows:

, for i=1,…,rN 
where r denotes the oversampling factor, N denotes the number of vertical/horizontal antennas. Similar approach was used for MIMO calibration evaluations in NR Rel-15 SI ([12]).
· The best beam pair and its associated UE panel is identified based on the criteria of receiving the earliest path given that the received power is larger than a threshold (20 dB lower than the maximum received power) using the genie CDL channel profiles. 

· Note that the beam candidates are down-selected, according to reasonable ranges of beam directions per scenarios. Specifically, 
· For a 3-sector scenario, the directions of beams are within [, ] degress in azimuth and [,180] degrees in zenith.
· For a single sector scenario (only Indoor hotspop 4GHz), the directions of beams are within [, 180] degress in azimuth and [,180] degrees in zenith.
· For the indoor office scenario, gNB Antenna Radiation pattern for FR2 was agreed as “3-sector antenna configuration [TR 38.802]”. Table A.2.1-7 of TR38.802 has three antenna configurations for indoor BS antenna besides ‘Single sector’, namely ‘3-sector’, ‘Wall-mount’, and ‘Ceiling-mount’, and the previous agreement leaves it unclear as to which of these is to be selected. 
· [bookmark: _Hlk528648331]We propose to use the ‘3-sector’ where the antenna panels are downwards tilted at 110 degress. According to this antenna placement of indoor scenario for FR2, the directions of beams are within [, ] degrees in azimuth and [40, ] degrees in zenith according to the aforementioned placement of antenna array.
2.1  Other assumptions
The following assumptions are additionally made: 
· PRS is a QPSK PN sequence occupying all subcarriers and is TDMed across different gNBs, i.e., perfect PRS muting is assumed.
· 1-port PRS is transmitted
· Position is estimated based on a single observation and single symbol of PRS from all gNBs in the layout.
· Network synchronization error is applied by shifting all estimated TOAs from all gNBs relative to the OTDOA reference gNB prior to using the TOAs to estimate position. The network synchronization is modelled as show in Section 2.1.1 where the same error is applied to all the cells which are co-sited. 
· In the reception of UL PRS, 6 dB additional white noise has been added to model the effect of multiple UEs transmitting concurrently.
· The removal of weak clusters (25dB weaker than the strongest) as per the final procedure in Step 6 in channel generation of TR38.901 was not performed. It is unclear whether this should be done before or after including the LOS power in the first cluster. Also, separate subcluster delays for the two strongest clusters was not modelled, following the recommendations for link-level evaluations in TR38.901. The cluster powers and delays were created following the system simulation framework in TR38.901.
2.1.1 Network Synchronization
In the figure shown below we provide the probability density function used as a network synchronization error in the estimate TOA for T1=50 nsec. Network synchronization is related to TDOA-based procedures, either OTDOA or UTDOA. For all cells which are co-sited, the same network synchronization error is used. 
[bookmark: _Hlk528648337][image: ]
2.1.3 Description of applied algorithms
The blocks shown in the below diagram correspond to the main aspects of the applied algorithm with regards to TOA-based positioning procedures: OTDOA, UTDOA, multi-RTT. 
 RS Transmission from each gNB to a specific UE and/or from a UE to the gNB
CER reception, TOA estimation/pruning
Perform position estimation
Fix “good” Tx/Rx Beam pair for each gNB/UE link




2.1.3.1 TOA Estimation & Pruning
After all TOAs are estimated (e.g., from 57 cells for UMI/UMA), the TOAs are sorted according to a quality metric, and all the TOAs with a quality metric smaller than a specific threshold are removed while ensuring that at least 3 different cell-sites are used. Then, in the OTDOA and UTDOA procedures, the reference TOA is identified as the TOA with the highest quality metric.Prune the TOAs with a quality metric smaller than a threshold, ensuring that 
· At least X different cell-sites are used (e.g., 3) and at least Y different gNBs remain
Identify the reference TOA as the TOA with the highest quality metric, and derive the TDOA vector 
Sort the TOAs based on a Quality metric, e.g.,:
1. the estimated SINR 
2. median/TOA-peak ratio
3. median/main peak ratio





2.1.3.2 TDOA positioning algorithm
The TDOA-based estimation requires an algorithm to solve the multilateration (MLAT) system. This is a widely studied problem in the literature [7]. In this paper, the following two algorithms have been implemented, and the best one is chosen to present the following results:
· Chan's Algorithm [4]: A non-iterative solution to the TDOA position estimation problem. 
· Taylor Series Algorithm [5]: Linearizes the set of equations by Taylor-series expansion, and then uses an iterative method to solve them. The iterative method begins with an initial guess and improves the estimate at each iteration by determining the local linear least-square (LS) solution.
In both algorithms, tha covariance matrix of the TDOA measurements could be used to improve further the performance, but in these results we only assume that equal weight is used to all the chosen TDOA measurements that make it to the TDOA vector. 
2.1.3.3 multi-RTT positioning algorithm
For multi-RTT positioning, the positioning engine should be one solving the trilateration problem. Several procedures can be found in the literature, some statistical, numerical, or algebraic. For its simplicity and its low computational complexity, we chose an algebraic solution proposed in [6]. Similarly, to the TDOA-based approaches, the covariance matrix of the TOA measurements could be used to improve the results, but for simplicity, we assume that equal weight is applied to all the TOA measurements which have not been removed ny the TOA pruning procedure. 


3. 	Simulation results for Large BW
All results are for 100 MHz in FR1 and 400 MHz in FR2.  
3.1 UMI
3.1.1 FR1
3.1.1.1 OTDOA
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3.1.1.2 UTDOA
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3.1.1.3 multi-RTT
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3.1.2 FR2
3.1.2.1 OTDOA
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3.1.2.2 UTDOA
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3.1.2.3 multi-RTT
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3.2 	Indoor hotspot
3.2.1 	FR1
3.2.1.1 OTDOA
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3.2.1.2 UTDOA
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3.2.1.3 multi-RTT
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3.2.2 	FR2
3.2.2.1 OTDOA
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3.2.2.2 UTDOA
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3.2.2.3 multi-RTT
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3.3 	UMA FR1
3.3.1 OTDOA
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3.3.2 UTDOA
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3.3.3 multi-RTT
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3.4. Summary of the Simulation Results for large BW
	90%-ile [m]
	UMi 4GHz 100 MHz
Perf sync | T1=50ns     
	InH 4GHz 100 MHz
Perf sync | T1=50ns     
	UMa 4GHz 100 MHz Outdoor
Perf sync | T1=50ns     
	UMa 4GHz 100 MHz Indoor
Perf sync | T1=50ns     
	UMi 30GHz 400 MHz
Perf sync | T1=50ns     
	InH 30GHz 400 MHz
Perf sync | T1=50ns     

	OTDOA
	9m
	14m
	3.5m
	45m
	35m
	55m
	80
	90
	3.5m 
	13m
	0.8m
	35m

	UTDOA
	19m
	30m
	3.5m
	45m
	150m
	150m
	-
	-
	10m
	21m
	0.8m
	35m

	Multi-RTT
	16m
	16m
	3.5m
	3.5m
	65m
	65m
	170m
	170m
	4.5m
	4.5m
	0.8m
	0.8m



	80%-ile [m]
	UMi 4GHz 100 MHz
Perf sync | T1=50ns     
	InH 4GHz 100 MHz
Perf sync | T1=50ns     
	UMa 4GHz 100 MHz Outdoor
Perf sync | T1=50ns     
	UMa 4GHz 100 MHz Indoor
Perf sync | T1=50ns     
	UMi 30GHz 400 MHz
Perf sync | T1=50ns     
	InH 30GHz 400 MHz
Perf sync | T1=50ns     

	OTDOA
	6m
	10m
	2.5m
	30m
	20m
	35m
	40m
	55m
	2m
	11m
	0.5m
	25m

	UTDOA
	10m
	20m
	2.5m
	30m
	70m
	70m
	400m
	400m
	3.5m
	15m
	0.5m
	25m

	Multi-RTT
	8m
	8m
	2.5m
	2.5m
	35m
	35m
	90m
	90m
	2.2m
	2.2m
	0.5m
	0.5m



	67%-ile [m]
	UMi 4GHz 100 MHz
Perf sync | T1=50ns     
	InH 4GHz 100 MHz
Perf sync | T1=50ns     
	UMa 4GHz 100 MHz Outdoor
Perf sync | T1=50ns     
	UMa 4GHz 100 MHz Indoor
Perf sync | T1=50ns     
	UMi 30GHz 400 MHz
Perf sync | T1=50ns     
	InH 30GHz 400 MHz
Perf sync | T1=50ns     

	OTDOA
	5m
	9m
	2m
	18m
	11m
	22m
	25m
	40m
	1m
	8m
	0.4m
	18m

	UTDOA
	7m
	18m
	2m
	18m
	40m
	42m
	220m
	220m
	1.8m
	11m
	0.4m
	18m

	Multi-RTT
	5m
	5m
	2m
	2m
	18m
	18m
	50m
	50m
	1.5m
	1.5m
	0.4m
	0.4m



	50%-ile [m]
	UMi 4GHz 100 MHz
Perf sync | T1=50ns     
	InH 4GHz 100 MHz
Perf sync | T1=50ns     
	UMa 4GHz 100 MHz Outdoor
Perf sync | T1=50ns     
	UMa 4GHz 100 MHz Indoor
Perf sync | T1=50ns     
	UMi 30GHz 400 MHz
Perf sync | T1=50ns     
	InH 30GHz 400 MHz
Perf sync | T1=50ns     

	OTDOA
	3m
	7m
	1.5m
	13m
	4m
	17m
	15m
	25m
	0.6m
	7m
	0.3m
	12m

	UTDOA
	4m
	12m
	1.5m
	13m
	18m
	25m
	90m
	100m
	0.7m
	8.5m
	0.3m
	12m

	Multi-RTT
	3m
	3m
	1.5m
	1.5m
	8m
	8m
	30m
	30m
	0.6m
	0.6m
	0.3m
	0.3m




4. Observations based on simulation results
Based on the above results, we make the following qualititavely observations:
Observation 1: For multi-RTT approach, the positioning error is not affected by the network synchronization. 
Observation 2: In the perfect synchronization scenario, multi-RTT demonstrates consistently approximately equal or better performance compared to UTDOA.
Observation 3: In the realistic synchronization scenario (T1=50 nsec), multi-RTT demonstrates better performance compared to UTDOA.

5. 	Summary
In this contribution, we proposed:
Observation 1: For multi-RTT approach, the positioning error is not affected by the network synchronization. 
Observation 2: In the perfect synchronization scenario, multi-RTT demonstrates consistently approximately equal or better performance compared to UTDOA.
Observation 3: In the realistic synchronization scenario (T1=50 nsec), multi-RTT demonstrates better performance compared to UTDOA.
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CDF of Horizontal error distance across all initializations across Indoor UEs
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CDF of Horizontal error distance across all initializations across Indoor UEs
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