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Introduction
In RAN#80, a new SI on solution evaluation for NR to support non-terrestrial networks (NTN) has been approved. This SI is scheduled to begin at RAN1#96bis in April 2019 with the following objectives:
	Physical layer
Consolidation of potential impacts as initially identified in TR 38.811 and identification of related solutions if needed [RAN1]: 
· Physical layer control procedures (e.g. CSI feedback, power control)
· Uplink Timing advance/RACH procedure including PRACH sequence/format/message
· Making retransmission mechanisms at the physical layer more delay-tolerant as appropriate. This may also include capability to deactivate the HARQ mechanisms.
Performance assessment of NR in selected deployment scenarios (LEO based satellite access, GEO based satellite access) through link level (Radio link) and system level (cell) simulations [RAN1]


In this contribution, we discuss the CSI feedback for NTN, especially focusing on LEO satellites on Ka band.
Discussion
In TR 38.811 [1], the LEO-based NTN on Ka band is categorised as Deployment-D4. We highlight properties below:
· Non-GEO down to 600 km with earth fixed beams
· Round trip time (RTT)
· Gateway-satellite-UE-satellite-Gateway: 28.408 ms
· Satellite-UE-Satellite: 12.88 ms
· Around 20 GHz for DL and around 30 GHz for UL (Ka band)
· NTN architecture: access network serving Relay Nodes with gNB on board satellite (A4)
· 5G elements - NTN elements mapping:
· NTN Terminal: Relay Node
· NTN Satellite: gNB
· NTN Gateway: Router interfacing to Core network
AS shown, long RTT latency would make impacts on NR features, specifically, CSI framework in NR may have to be adapted to support NTN. 
The intension to introduce the CSI feedback in satellite communications is mainly used for
· Adaptive coding and modulation (ACM) [2]
· Multibeam precoding [3]
Literally, ACM aims to deal with slow channel fading like rain fade, shadowing, and path loss variation. Multibeam precoding intends to enhance frequency reuse in a multi-user multiple input multiple output (MU-MIMO) manner. For the CSI feedback in NR to support NTN, these two features need to be further study.
[bookmark: _Toc533413921][bookmark: _Toc534880951]CSI feedback is mainly used for ACM and Multibeam precoding in NTN.
NR CSI feedback in NTN
Frequent CSI update may not be needed in NTN, because 1) ACM control in NR may have limited gains for NTN links, since they are focused on cellular network, where the primary propagation degradations are multipath, scattering, blockage, and shadowing, instead of rain attenuation or tropospheric scintillation [4]; 2) the outdated CSI report due to long RRT delays cannot provide immediately response, i.e., ACM control under fast channel fading is no longer feasible in NTN. Frequency CSI update may become wasted. 
[bookmark: _Toc533413922][bookmark: _Toc534880952]Frequent CSI update may not be needed in NTN.
However, the update frequency of CSI in NR may be too often for NTN. In TS 38.331 [5], the duration for periodic CSI reporting can be found in the information element (IE) “CSI-ReportPeriodicityAndOffset” given below:
CSI-ReportPeriodicityAndOffset ::=  CHOICE {
    slots4                              INTEGER(0..3),
    slots5                              INTEGER(0..4),
    slots8                              INTEGER(0..7),
    slots10                             INTEGER(0..9),
    slots16                             INTEGER(0..15),
    slots20                             INTEGER(0..19),
    slots40                             INTEGER(0..39),
    slots80                             INTEGER(0..79),
    slots160                            INTEGER(0..159),
    slots320                            INTEGER(0..319)
}
As shown, slots320 means when subcarrier spacing (SCS) is set to be 240 Khz, the duration for a periodic CSI report is 20 ms only. This duration is too short for NTN scenarios. Note that for a DVB-S2X based multi-beam networks [6], a periodic CSI reporting has a maximum rate of one message every 500 ms. In NR, that is equal to slots8000 in IE CSI-ReportPeriodicityAndOffset.
[bookmark: _Hlk532821838]Likewise, the maximum duration for periodic CSI-RS in the IE “CSI-ResourcePeriodicityAndOffset” is slots640. For SCS being 240 Khz, the duration for the periodic CSI-RS is only 40 ms. It is too short for NTN as well. 
[bookmark: _Toc533413963][bookmark: _Toc534880713]Extend CSI-ResourcePeriodicityAndOffset and CSI-ReportPeriodicityAndOffset to support NTN.
Adaptive coding and modulation
As shown in Figure 1, downlink (DL) ACM can be performed on a LEO satellite. In this case, an ACM loop, i.e., send RS and feed CSI back, is defined by a path of Satellite-Terminal-UE-Terminal-Satellite. Gateway provides a wireless backhaul link, which is specified in TR 38.821 [7] with a protocol called Satellite Radio Interface (SRI), potentially related to Integrated Access and Backhaul (IAB) framework.
[image: ]
[bookmark: _Ref533151364]Figure 1: The downlink ACM loop for a LEO-based regenerative satellite; gNB on board.
The propagation delay for this ACM loop can be approximated by the RTT of Satellite-UE-Satellite given by TR 38.811 by ignoring the processing time and the RTT on ground between Terminal and UE. That is 12.88 ms. 
[bookmark: _Toc533413923][bookmark: _Toc534880953]ACM loop delay is around 12.88 ms for a LEO-based regenerative satellite.
During the ACM loop period, the satellite moves on the trajectory. The moving distances can be calculated based on the satellite speeds 7.5622 km/s given in TS 38.811 and the RTT of the ACM loop. The answer is 0.1 km. Compared to the altitudes of 600 km, the moving distance of 0.1 km is so small that the satellite can be treated as fixed in principle during the ACM loop delay, especially when the beam pattern is the type of earth fixed beams.
[bookmark: _Toc533413924][bookmark: _Toc534880954]For a LEO-based regenerative satellite, the motion during the ACM loop delay can be ignored. 
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[bookmark: _Ref533151416]Figure 2: Potential issues to perform ACM control on a LEO satellite
However as shown in Figure 2, a LEO satellite needs to support up to 100 UEs simultaneously, in a case of 4 spot beams with 25 users per beam, according to Annex A in 38.811. Meanwhile, considering LEO satellites may have limited battery capacity [8] that leads to limited computing capability, it may be unpractical to maintain hundreds of ACM loops for UE on board. On top of that, due to long propagation delay on the wireless backhaul, the gateway may not perform date flow perfectly. As a result, to deal with the burst of data rate on the backhaul link, data buffers may be needed on board to temporarily hold date until the gateway slows down the backhaul transmission speed.
[bookmark: _Toc533413925][bookmark: _Toc534880955]In order to serve massive UEs with limited capability, on-board ACM may not be practical.
In Figure 3, to address this issue, we then propose the following options for further study.
· Option 1: ACM on Gateway with a long ACM loop between Gateway and UE
· Option 2: ACM on Gateway, Satellite, and Terminal with independent and parallel ACM loops 
[image: ]
[bookmark: _Ref533151442]Figure 3: Possible solutions for the ACM control on a LEO satellite: centralized vs distributed
Option 1 is a centralized control that shifts most of computation to a powerful gateway station. In this case, all UEs feedback CSI to Gateway via Terminal and Satellite, that helps Gateway optimize ACM parameters for each UE. The resulted ACM parameters shall share to Satellite and Gateway when the signal is regenerated at NTN nodes before forwarding. This solution provides low-complexity opportunity for Satellite and Terminal implementation. 
However, Option 1 takes a longer delay around 28.408 ms, compared to ACM on board. The huge delay may degrade performance. Besides, the overall performance is dominated by the weakest link among Gateway, Satellite, and Terminal, thus full capacity of ACM cannot be fully exploited. Finally, it would be inefficient to support Inter-Satellite links (ISL), since all UE’s CSI needs to feedback to Gateway and that would potentially pass through multiple satellites.  
Option 2 is a distributed control concept that distributes the on-board computation to Gateway and Terminal. In this case, all nodes have their own ACM controllers. Terminal handles hundreds of ACM Links for plenty of UEs. Satellite manages the ACM link to Terminal. Gateway deals with the ACM link to Satellite. This solution provides lower loop delays compared to Option 1 and more importantly, it reduces computing on Satellite because all UE links are handled by Terminal. Satellite only needs to maintain the flow control on the service link to Terminal. 
However, Option 2 needs a more complex Terminal than Option 1 to accomplish ACM control on hundreds of links. 
Beyond these options, it may be also possible to enable a cloud computing and wireless energy charging service in the space, building space stations to provide computing resource and wireless energy charging to perform ACM.   
[bookmark: _Toc533413964][bookmark: _Toc534880714]To simplify ACM on Satellite, the following options are for further study
· [bookmark: _Toc533413965][bookmark: _Toc534880715]Option 1: ACM on Gateway only
· [bookmark: _Toc533413966][bookmark: _Toc534880716]Option 2: multiple ACM controllers on Gateway, Satellite, and Terminal
Detailed description of the ACM architecture
The key component to achieve ACM control relies on CSI reporting. In NR, CSI reporting is based on RRC configured CSI-RS (periodic, semi-static or aperiodic RS). Reporting can be periodic (on periodic CSI-RS only), semi-persistent by MAC/DCI activation, or aperiodic triggered by DCI activation. In other words, to support a full function of CSI reporting, Layer 1, 2, and 3 protocols are fundamentally needed. 
In Figure 4, we show control plane protocol stack to support Option 1. To support Option 1, since there is no need to perform ACM control on Terminal, a low-complexity relay is enough. As shown in figure, Terminal has no protocol layer but only has radio frequency function, i.e., RF processing and frequency switching. For Satellite, since there is no need to optimize ACM parameters for UEs, it can benefit from complexity reduction on computation.   
[bookmark: _Toc533413926][bookmark: _Toc534880956]To support Option 1, Terminal can be as simple as an RRH, with radio frequency function only.
[image: ]
[bookmark: _Ref533151607][bookmark: _Hlk533148874]Figure 4: Option 1: Control plane protocol stack based on TR 38.811 and TR 38.821.
As shown in Figure 5, to support Option 2, since Terminal needs to maintain its own ACM for a bunch of UEs, a Layer-3 Relay is required. That is Terminal needs Layer 1, 2, and 3 protocols to decode the signal, optimize ACM parameters, and forward the signal to UEs, with the aid of UE’s CSI reporting. For Satellite and Gateway, they simply maintain the service link and the feed link respectively, by optimizing the ACM parameters with the aid of CSI reporting respectively. Since Satellite can avoid ACM optimization on each UE, e.g., by using common ACM parameters for all UEs on the service link and ignoring the difference between UEs’ channel condition, the computational complexity can be reduced for hundred times.
[bookmark: _Toc533413927][bookmark: _Toc534880957]To support Option 2, Terminal shall be a L3-Relay, with a full function of CSI reporting.
[image: ]
[bookmark: _Ref533164777]Figure 5: Option 2: Control plane protocol stack based on TR 38.811 and TR 38.821.
To recap, Option 1 has lower complexity requirement but limited scalability and throughputs. Option 2 has better performance and scalability, especially for ISL, but takes higher complexity requirement.
Moreover, band allocation for Terminal is a fundamental aspect of relay operation. Herein, Terminal can be either in-band, i.e., gNB-Terminal link and Terminal-UE link share the same band, or out-band, i.e., gNB-Terminal link and Terminal-UE link are in the different band.
[bookmark: _Toc534880958]Terminal can be implemented by an in-band or an out-band relay.
Out-band relay has the benefit of full duplex operation, with no change to Rel-15 behaviour. In another word, standard effort for Terminal as an out-band relay is minimal from physical layer specification point of view. The drawback is that it requires additional spectrum to be sufficiently separated in the different band.
[bookmark: _Toc534880717]RAN2 shall specify Terminal as an out-band relay to minimize standard impacts.
Detailed description of the CSI reporting procedure
For Option 1, even though Satellite is implemented as gNB and Terminal is Relay, both nodes can be transparent to UE for CSI reporting. The procedure is that: first, configuration, activation, deactivation, triggering for CSI-RS and CSI reporting are determined at Gateway. Satellite and Terminal relays the signal. UE measures and computes a CSI report, e.g., CQI, PMI, RI, CRI, etc., then feedbacks the CSI report to Satellite. Finally, Satellite feedbacks the CSI report to Gateway via a backhaul.  
Note that for Gateway, there is no need to transmit CSI-RS to Satellite. However, UE-specific RRC configuration, MAC-CE activation/deactivation, and DCI activation/deactivation are needed to be sent. Likewise, when Satellite receives sounding reference signal (SRS), there is no need to send SRS back to Gateway. Some pre-processing, e.g., UL CQI, shall be done on Satellite to minimize the loading on the wireless backhaul. 
In short, for Option 1, CSI reporting between Satellite and UE is like Rel-15, but the main difference is that here the CSI reporting is triggered and maintained by Gateway instead of gNB on Satellite. As a result, Satellite shifts most of computational complexity to Gateway via a wireless backhaul for complexity and energy reduction. 
[bookmark: _Toc534880718]Study on Gateway-triggered CSI reporting for NTN. 
For Option 2, there are independent and parallel CSI reporting among UE, Terminal, and Satellite. Likewise, there are independent CSI-RS and report triggering among Terminal, Satellite, and Gateway. In Figure 6, there are three major links. First, Gateway configures and triggers CSI reports, and Satellite does measurement and feedbacks the CSI results, e.g., named by CQI_S. Second, Satellite does configuration and Terminal reports CQI_T; Third, Terminal configures and UE reports CQI_U back. 
Note that Option 2 may enhance some links via frequent CSI update, e.g., the link between UE and Terminal could have more frequent ACM and CSI feedback to optimize its throughput. However, the price on this enhancement is the need to balance the flow control among NTN nodes and that may require additional buffers on them. Besides, to avoid data conjunction, buffer information on each node, e.g., Buffer_T and Buffer_S given in Figure 6, may need to be feedback or share among NTN nodes.
[bookmark: _Toc534880719]RAN2 shall study on flow control for NTN nodes.
[image: ]
[bookmark: _Ref533687453]Figure 6: CSI reporting parameters to support Option 1 and Option 2.
Possible enhancement on CQI
In NTN, due to the use of high-power amplifier (HPA) on satellites, peak to average power ratio (PAPR) results in higher distortion than cellular network. Therefore, CQI table shall consider adding amplitude and phase-shift keying (APSK) for PAPR reduction, especially for higher modulation order like 64 QAM and 256 QAM. For example, using 256-APSK instead of 256-QAM can reduce signal distortion. Likewise, the MCS table shall also consider this change. 
[bookmark: _Toc534880720]Study APSK for high order modulation to reduce PAPR in NTN.
It is still unclear how to specify ISL (link between Satellites) and SRI (link between Satellite and Gateway) in RAN1. However, since ISL can be supported by massive MIMO and light communication in space, higher modulation is possible to be supported, for example, 512 QAM/ASPK or even higher like 1024 QAM/APSK. Note that small antenna size can be supported in Ka band and thus has advantage on equating hundreds of antenna elements. Light of sight is easier to be achieved in space such that light communication could be feasible. 
Meanwhile in IAB, there were some discussion on how to support 1024 QAM for wireless backhaul. Here, ISL may have higher capacity then wireless backhaul, i.e., to support 1024 and 2048 QAM/APSK may be feasible. Higher modulation options shall be considered in CQI and MCS tables.
[bookmark: _Toc534880721]Study 512, 1024, and 2048 QAM/APSK for higher throughputs on ISL and SRI.
Multibeam precoding
Multibeam precoding is an interference pre-cancelation technique that exploits the spatial degrees of freedom offered by the multiple transmit antennas. In other term, it is called MU-MIMO in Rel-15. 
The first difference is that due to huge propagation delay, a feedback mechanism can be either via a terrestrial (e.g. via cable or cellular network) or via a satellite path. There is no need to feedback via the original DL nodes.
[bookmark: _Toc534880959]Due to propagation delay, CSI feedback can be either via a terrestrial or via a satellite path.
The second difference is that due to the need to support hundreds of UEs, a single UE per beam is no longer feasible. Herein, multibeam must deal with multiplexing among multiple terminals on ground. That means in NTN, up to 12 Terminals can be served by MU-MIMO. However, the down side is, this requires Terminals to estimate and to report measured CSI, which needs a L3-Relay with a full function of CSI reporting.
[bookmark: _Toc534880960]Due to massive UEs, MU-MIMO beams serve among multiple Terminals instead of UEs.
[bookmark: _Toc534880961]To support multibeam, Terminals shall be implemented as a L3-Relay for CSI reporting.
In Figure 7, the system represents a multibeam network configured to communicate with two Terminals distributed across a defined coverage area. Note that there are substantial gains due to precoding whenever the frequency and polarization are aggressively re-used [3], e.g. when the full available bandwidth is re-used (frequency re-use of 1). 
[image: ]
[bookmark: _Ref533761348]Figure 7: Exemplary multibeam satellite communication
Likewise, computation on satellites can be shifted to Gateway like the way we proposed for ACM implementation. CSI from multiple Terminals, containing PMI, RI, CRI, and CQI, could be further sent back to Gateway.
[bookmark: _Toc534880722]Study the capability to support gateway-based MU-MIMO among multiple Terminals.
Note that based on the same argument, beam management in Rel-15 may not be feasible to implement each UE per beam. Terminal-based beam management should be study further. That means initial beam establishment, beam adjustment, and beam recovery shall be operated between Satellite and Terminals. 
[bookmark: _Toc534880723]Study on Terminal-based beam management of Rel-15 to support massive UEs in NTN.
Multi-connectivity
In RAN3, it has been agreed that multi-connectivity is for further study, but Inter-satellite DC and satellite-terrestrial DC has lower priority. An illustration is shown in Figure 8, where a UE is served by a LEO link and a GEO link.  
However, to minimize propagation delay, NTN shall support CSI feedback via single or multiple paths among multi-connectivity. As we mentioned in before, at least a terrestrial path shall be an option. 
[bookmark: _Toc534880962]Under multi-connectivity, CSI feedback can be via satellite and/or terrestrial paths.
To overcome the effect of downlink path attenuation during intense rain periods, multi-connectivity among ground Terminals shall be considered as well. For example, Satellite may have capability to connect multiple ground terminals which are fully connected and provide diversity processing to network. With enough physical separation between two ground terminals, the probability of suffering rain attenuation at both sites can be reduced further [4].
[bookmark: _Toc534880724]Study on multi-connectivity among ground terminals for intense rain attenuation.
[image: ]
[bookmark: _Ref533492668]Figure 8: An illustration of multi-connectivity between GEO and LEO satellites
Inter-satellite interference
According to TR 38.811, a bent-pipe satellite is used for GEO satellites, i.e., Deployment-D1, and D2, which maps to a Remote Radio Head in NR. There is no baseband processing and the signal is amplified and forwarded across the entire bandwidth. This type of relay nodes can improve cell coverage, but noise is also amplified in the service link. That said, it may interfere with other satellites orbiting at lower altitudes, as shown in Figure 9.
[image: ]
[bookmark: _Ref533169875]Figure 9: An illustration of inter-satellite interference for a GEO bent-pipe Satellite
A more sophisticated bent-pipe satellite shall have frequency-selection capability [9], i.e., it would only amplify-and-forward the signal in the target frequency, thus causing less interference to the system. The frequency-selective L1 relaying can be achieved purely in RF domain or requires baseband processing, depending the implementation. The frequency-restrict signal that enables the frequency-selective feature may be sent by Gateway, or nearby Satellites.
[bookmark: _Toc533413967][bookmark: _Toc534880725]Study on frequency-selection capability for bent-pipe satellites to ease interference impact.
From a standardization perspective, due to lack of inter-satellite links and the present of massive LEO satellites, e.g., 4425 satellites in Ku and Ka bands proposed by Space X and approved by FCC [10], proper regulation on interference management is needed. Thus, inter-satellite interference shall be considered for further study. Since all satellites have transmission directional to earth, LEO satellites may send an opposite directional signal, e.g., the frequency-restrict signal, to GEO satellites for interference avoidance. GEO may perform the listen-before-talk protocol.
[bookmark: _Toc533413968][bookmark: _Toc534880726]Study on inter-satellite interference especially for GEO bent-pipe satellites.
Frequency range designation for Ka band
In Rel-15, it supports a variety of operating bands across these ranges (<6 GHz and >24 GHz). However, Ka band in NTN is not included. Ka band is around 20 GHz for DL and around 30 GHz for UL, where 20 GHz lies in a grey area in between FR1 (450 MHz – 6000 MHz) and FR2 (24250 MHz – 52600 MHz). 
[bookmark: _Toc534880963]Ka band in NTN lies in a grey area in between FR1 and FR2 in Rel-15.
Current wording is unclear whether Ka band DL is within FR2 or not. If the answer is no, then the related solutions need to wait for a new SI approved named Study on 7 - 24 GHz Frequency Range [11]. If Ka band DL is specified within FR2, then the related solutions can be proceeded by the current FR2 framework in Rel-15.
[bookmark: _Toc534880727]RAN2 shall specify Ka band in FR2 (24250 MHz – 52600 MHz) to minimize standard impacts.
Exploit GPS signal as a reference signal
Most of satellites have a global position system (GPS) on board. In this case, a GPS clock signal can be used by other clock-generation circuitry on ground or in space to maintain frequency synchronization. Since the GPS signal is always on, like SSB in Rel-15, it could be used for interference avoidance and synchronisation enhancement.
[bookmark: _Toc534880728]Study on GPS signal as an SSB-like reference signal.  
Fractional Beam-width Antennas
The fractional beam width antennas mean antennas with a 3-dB beam-width between 0.5° and 1.5° implemented typically as 12 to 100 spot beam arrays on a satellite [12]. 
The difference between fractional beam-width antennas and traditional MIMO systems is that: MIMO systems exploit multipath, however fractional beam-width antennas minimize multipath. A well-designed fractional beam-width antenna can produce more than 40 dBi of isotropic gain; the primary objective is to support moderately high data rates over long distances rather than superhigh data rates over short distances [12]. 
[bookmark: _Toc534880964]In NTN, the intention of using fractional beam-width antennas is to minimize multipath.
In our view, less multipath means high correlation among sub-band frequency channel response. As a result, in NTN, frequency-domain compression shall be introduced for overhead reduction on CSI feedback. Related designs can follow the WI of CSI Enhancement for MU-MIMO Support in Rel-16 MIMO section.
[bookmark: _Toc534880729]Study Rel-16 overhead reduction on Type II CSI feedback for NTN CSI feedback. 
 Conclusion
In this contribution, we have the following observations
Observation 1	CSI feedback is mainly used for ACM and Multibeam precoding in NTN.
Observation 2	Frequent CSI update may not be needed in NTN.
Observation 3	ACM loop delay is around 12.88 ms for a LEO-based regenerative satellite.
Observation 4	For a LEO-based regenerative satellite, the motion during the ACM loop delay can be ignored.
Observation 5	In order to serve massive UEs with limited capability, on-board ACM may not be practical.
Observation 6	To support Option 1, Terminal can be as simple as an RRH, with radio frequency function only.
Observation 7	To support Option 2, Terminal shall be a L3-Relay, with a full function of CSI reporting.
Observation 8	Terminal can be implemented by an in-band or an out-band relay.
Observation 9	Due to propagation delay, CSI feedback can be either via a terrestrial or via a satellite path.
Observation 10	Due to massive UEs, MU-MIMO beams serve among multiple Terminals instead of UEs.
Observation 11	To support multibeam, Terminals shall be implemented as a L3-Relay for CSI reporting.
Observation 12	Under multi-connectivity, CSI feedback can be via satellite and/or terrestrial paths.
Observation 13	Ka band in NTN lies in a grey area in between FR1 and FR2 in Rel-15.
Observation 14	In NTN, the intention of using fractional beam-width antennas is to minimize multipath.
Based on these observations, we then proposed 
Proposal 1	Extend CSI-ResourcePeriodicityAndOffset and CSI-ReportPeriodicityAndOffset to support NTN.
Proposal 2	To simplify ACM on Satellite, the following options are for further study
	Option 1: ACM on Gateway only
	Option 2: multiple ACM controllers on Gateway, Satellite, and Terminal
Proposal 3	RAN2 shall specify Terminal as an out-band relay to minimize standard impacts.
Proposal 4	Study on Gateway-triggered CSI reporting for NTN.
Proposal 5	RAN2 shall study on flow control for NTN nodes.
Proposal 6	Study APSK for high order modulation to reduce PAPR in NTN.
Proposal 7	Study 512, 1024, and 2048 QAM/APSK for higher throughputs on ISL and SRI.
Proposal 8	Study the capability to support gateway-based MU-MIMO among multiple Terminals.
Proposal 9	Study on Terminal-based beam management of Rel-15 to support massive UEs in NTN.
Proposal 10	Study on multi-connectivity among ground terminals for intense rain attenuation.
Proposal 11	Study on frequency-selection capability for bent-pipe satellites to ease interference impact.
Proposal 12	Study on inter-satellite interference especially for GEO bent-pipe satellites.
Proposal 13	RAN2 shall specify Ka band in FR2 (24250 MHz – 52600 MHz) to minimize standard impacts.
Proposal 14	Study on GPS signal as an SSB-like reference signal.
Proposal 15	Study Rel-16 overhead reduction on Type II CSI feedback for NTN CSI feedback.
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