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Introduction
In RAN1#95, an agreement on the codebook structure for the Type II overhead reduction was achieved:
Agreement:
· Precoders for a layer is given by size-matrix 
·  #SD dimensions
·  #FD dimensions
· FFS value and unit of 
· Precoder normalization: the precoding matrix for given rank and unit of  is normalized to norm 1/sqrt(rank) 
· Spatial domain (SD) compression
·  spatial domain basis vectors (mapped to the two polarizations, so  in total) selected
· Compression in spatial domain using  , where  are orthogonal DFT vectors (same as Rel. 15 Type II)
· Frequency-domain (FD) compression
· Compression via  where , where  are  size- orthogonal DFT vectors for SD-component  
· Number of FD-components  or  is configurable, FFS value range
· FFS: choose one of the following alternatives
· Alt1. common basis vectors: , i.e.  and  are identical (i.e., =, )
· Alt2. independent basis vectors: , where , i.e.  frequency-domain components (per SD-component) are selected 
· Note:  or  are all selected from the index set  from the same orthogonal basis group
· FFS: If oversampled DFT basis or DCT basis is used instead of orthogonal DFT basis
· FFS: Same or different FD-basis selection across layers
· Linear combination coefficients (for a layer) 
· FFS if   is composed of linear combination coefficients
· FFS if only a subset  of coefficients are reported (coefficients not reported are zero).
· FFS if layer compression is applied so that  transformed coefficients are used to construct  for layer (where the transformed coefficients are the reported quantity)
· FFS quantization/encoding/reporting structure
· Note: The terminology “SD-compression” and “FD-compression” are for discussion purposes only and are not intended to be captured in the specification
Furthermore, several detailed candidate schemes for each of the open issues where agreed. In this contribution, we discuss the following open issues:
1. Frequency domain compression unit
2. Basis/coefficient subset selection for the 2L beams (for the 1st layer)
3. Oversampling factor (O3)
4. Supported values of M and N3
Frequency domain compression unit
In RAN1#95, the FD compression unit was discussed, and the following options considered for downselection:
Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for precoder/PMI FD compression unit, taking into account UPT vs. overhead and complexity 
· Alt1. Subband (SB), wherein the SB size for precoder/PMI compression is the same as the CQI subband size
· Alt2. X resource blocks (RBs), different from CQI subband size. Three sub-alternatives 
· Alt2.1 X = 1
· Alt2.2 X = CQI SB size / R where R>1 is a predetermined integer 
· Only one R value is supported. FFS: the value of R
· Alt2.3 X = {2, 4} where X is higher-layer configured 

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for quantization for evaluation purposes.

The main benefit in our understanding with the frequency parametrization codebook design approach, in contrast to Rel-15 approach, is that the overhead is not driven by the bandwidth or the number of subbands. Instead, the same number of coefficients (e.g. 2LM or K0 is fed back irrespective of bandwidth, which is what drives the overhead. Increasing the FD compression unit only has a marginal effect on the PMI overhead, as it only impacts the size of the set of candidate FD basis vectors, which makes it marginally costlier to indicate the size-M subset of FD-basis vectors from the size-N3 candidate set (which can be done with  bits, so the difference is only on the order of ~10  bits), while the performance can be drastically increased. It is well known that fine granular subband size is required in order to attain MU-MIMO gain in general propagation channel, that is, the phase changes across the resource blocks needs be capture and not averaged out to form a subband CSI. The number of propagation delays in the channel does of course not depend on the subband size, only the ability to resolve individual propagation delays with a single FD component. This means that the number of FD components required to capture the channel energy is similar regardless of the value of N3 (at least for low intra-beam delay spread channel taps), which is why the CSI granularity can be substantially improved with only marginal overhead increase. 
Main benefit of the agreed frequency domain compression codebook design is to allow CSI frequency granularity to increase without significantly increasing the PMI payload, this benefit is lost in Alt 1 
Of course, the largest difference between the alternatives is seen for cases where the subband size is large, which corresponds to the high bandwidth case. Therefore, we suggest deciding which FD compression unit to use based on evaluations with 100MHz BW.
[bookmark: _Toc534997405]Determine FD compression unit based on 100 MHz BW evaluations
We have performed such evaluations using the Alt 1B basis selection (common basis) with  FD components,  non-zero coefficients, L=4 spatial beams. PMI subband sizes of  PRBs have been compared (corresponding to ). The cell edge UTP gains over Rel-15 Type I CSI for the evaluated schemes are plotted versus the rank-1 overhead and in Figure 1, along with the corresponding results for Rel-15 Type II CSI with 16 PRB subband size.
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[bookmark: _Ref534899674]Figure 1: Performance of Type II overhead reduction with different PMI subband size. The three points of the curve for each Rel-16 scheme correspond to the different values of M. 
As can be seen, for any given overhead, the performance is improved by reducing the PMI subband size.
Going from X=16 PRB to X=8 PRB PMI SB size yields around 5-7% cell edge gain and going to X=2 PRB SB size yields around 13% cell edge gain
Based on these observations, it is clear that Alt 2 is preferred. Next question is which of the sub-alternatives to pick. As the performance for a given overhead is always improved with smaller PMI subband size, this motivates to use Alt 2.1. However, as the PRG size limits the utility of too fine granular PMI, Alt 2.3 and Alt 2.1 have similar performance while Alt 2.3 is less complex for UE implementation. Compared to Alt 2.2, Alt 2.3 has better performance.
However, one must also consider UE implementation complexity, as smaller subband size implies larger values of N3 which in turn requires UE to store finer granular PMI subband CSI-RS estimates and perform FD-basis vector search using FFTs in a larger search space. So to balance performance vs complexity, Alt 2.2 with some reasonable value of R, such as R=2 or R=4 should be considered.

[bookmark: _Toc534997406]For FD compression unit, support Alt 2.2, where PMI subband size is X = CQI SB size / R where R>1 is a predetermined integer

Basis subset selection
In RAN1#95, three alternatives for basis subset selection was defined:
Agreement
In RAN1 NR-AH 1901, select one of the following alternatives for basis subset selection scheme for each layer
· Alt1A. Common selection for all the 2L beams, wherein M coefficients are reported for each beam
· 
·   is composed of  linear combination coefficients
· The value of  (applied to all 2L beams) is higher-layer configured and the M basis vectors are dynamically selected (hence reported with CSI)
· Alt1B. Common selection for all the 2L beams, but only a size-  subset of coefficients are reported (not reported coefficients are treated as zero) 
· 
·   is composed of linear combination (LC) coefficients, but  of its coefficients are zero
· The value of  (applied to all 2L beams) is higher-layer configured and the M basis vectors are dynamically selected (hence reported with CSI)
· For evaluation, companies should state their assumption on the selection of  LC coefficients (applied to all 2L beams), e.g.
· The value of  is fixed or higher-layer configured, and the  LC coefficients are dynamically selected by the UE (hence reported with CSI), or
· The  LC coefficients and its size are dynamically selected by the UE (hence reported with CSI) 
· Alt2. Independent selection for all the 2L beams, wherein  coefficients are reported for the i-th beam (i=0, 1, …, 2L-1)
· , where , i.e.  frequency-domain components (per beam) are selected 
·   is composed of  linear combination coefficients
· The value of  (applied to all 2L beams) is higher-layer configured
· For evaluation, companies should state their assumption on size- basis subset selection (applied to the i-th beam), e.g. for i=0, 1, …, 2L-1
· The size- subset and the value of  are dynamically selected by the UE (hence reported with CSI) 
· The size- subset is dynamically selected by the UE (hence reported with CSI), but the value of  is determined by a predefined rule in specification
· The size- subset is dynamically selected by the UE (hence reported with CSI), but the value of  is higher-layer configured
· The size- subset can be chosen either from the fixed basis set or from a beam-common UE-selected intermediate subset of the fixed basis set

At an initial glance, the different alternatives may look divergent but with closer inspection one can see that they are indeed quite similar. First of all, Alt1A is obviously a special case of Alt 1B, where all of the K0 coefficients of the common basis are reported. This implies that Alt 1A can be discarded since the value of K0 is for Alt 1B is yet to be determined and could potentially include K0=2LM which would correspond to Alt 1A. We further analyse the value of K0 in Section 5 of this contribution.
Alt 1A is a special case of Alt 1B with K0=2LM 
 In Alt 2,  basis vectors for each beam  is selected and the total number of coefficients in   is thus , which is analogous to the K0 coefficients in Alt 1B. It is obvious that the richness in delay domain will be different for each spatial beam, for instance a LOS beam may require only a single FD-component while the delay spread of other beams may be larger. Thus, the Mi values should be able to be different for the different beams and needs to be, at least to some degree, selected by the UE. We note that if the Mi allocation for each beam can be set arbitrarily, the same precoder can be achieved as when a number of coefficients of  for a common basis (containing the superset of all FD-components selected for the spatial beams) can be selected.
Furthermore, if each FD-component index for each beam is indicated using the index space of the fixed basis set, the overhead would be quite large. Instead, it is preferred that the size-Mi subset is selected from a beam-common UE-selected intermediate subset of the fixed basis set. Then the FD-components for each beam can be indicated using a smaller local index within the beam-common intermediate subset. Given these two reasonable design choices for Alt 2, it actually becomes equivalent to Alt 1B! Given that the precoder expression for Alt 1B becomes slightly leaner than for Alt 2, Alt 1B is preferred.
If Alt 2 uses independent allocation of the Mi FD-components across the spatial beams and selection of the FD-components from a common basis set, which are reasonable design choices, it becomes equivalent to Alt 1B
[bookmark: _Toc534997407]For basis subset selection, support Alt1B: Common selection for all the 2L beams, but only a size-  subset of coefficients is reported
The remaining issue is then how to determine and signal the size-K0 coefficient subset. This is analysed in our companion contribution [1]. The conclusion is that it is important to also consider that K1<=K0 of the coefficients actually can be non-zero, and only feedback the actual K1 non-zero coefficients to conserve overhead. This implies that the number of non-zero coefficients (NNZCI) must be indicated in CSI Part 1 in order for the gNB to know the payload size of CSI Part 2, similar to the Rel-15 behaviour. 
[bookmark: _Toc534910757][bookmark: _Toc534997408]Adopt arbitrary size-K1 coefficient subset selection, where K1<=K0, combined with indication of number of non-zero coefficients (NNZCI)
· [bookmark: _Toc534910758][bookmark: _Toc534997409]A NNZCI in included in CSI Part 1, indicating the number K1<=K0 of non-zero coefficients
· [bookmark: _Toc534910759][bookmark: _Toc534997410]The size-K1 coefficient subset is indicated in CSI Part 2 using bits 
· [bookmark: _Toc534910760][bookmark: _Toc534997411]The indicated K1<=K0 non-zero coefficients are fed back in CSI Part 2

Overhead calculation
For reference, we provide the assumed overhead calculation for the proposed scheme.
· SB-basis overhead (for all layers)
· L-beam selection: bits
· Rotation: 
· FD-basis overhead (assume for all layers)
· Rotation: bits
· Basis indication:  bits
· Coefficient feedback (per layer)
· WB Amplitude (assuming quantization Alt 2A):
· Strongest coefficient indicator: bits
· WB amplitude coefficients: bits
· ”SB” phase and amplitude
· Number of non-zero coefficient indicator:  bits
· Subset indication:  bits 
· Coefficients:  bits

Oversampling of FD basis
In RAN1#95, it was agreed to decide the oversampling factor of the FD-basis:
Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for DFT basis oversampling factor(s) O3:
· Alt1. O3 = 4
· Alt2. O3 = 1 (critically sampled)
· Alt3. O3 is fixed for and depends on a given length of the DFT vector (N3) and/or bandwidth part, exact dependence is FFS
Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

The difference in both overhead and complexity between the different alternatives is very small. Alt 2 only saves two bits of overhead compared to Alt 1, which should be contrasted with the several hundred bits of the Type II CSI payload. Thus, if there is any benefit with oversampling, 2 bits additional overhead seems like a cheap price to pay. Regarding UE implementation complexity, while an optimal UE implementation need to search over the 4 possible FD-basis rotations corresponding to the different oversampling index offsets , a lazy UE implementation could just select  which would correspond to Alt 2. Thus, there is not real UE complexity concern with Alt 1.
Regarding performance, we have observed that it depends on which normalization method of the beam-frequency   matrix is used. Consider these two methods:
· Normalization Method A: The columns of  are multiplied with a complex phase so that the row corresponding to the strongest WB beam have zero phase
· Normalization method B: The columns of  are multiplied with a complex phase so that the cross-correlation between adjacent columns are minimized
The result performance for the two methods and two possible values of , measured in precoding SNR, is presented in Figure 2. As can be seen, for normalization method A, there is no difference between  and , this is due to that the strongest beam due to the normalization always have zero phase across subbands, which perfectly matches the first DFT beam index of an non-oversampled DFT basis. Thus,  is almost always selected. For normalization method B however, there is a clear gain with oversampling. While normalization method A seems to perform better, the actual method used is up to UE implementation. Therefore, it seems to be safer to allow oversampling, given that all UEs may not implement method A.
Gain of oversampling highly dependent on UE’s implementation of normalization method

[image: ]
Figure 2: C.D.F. of precoding SNR for Type II overhead reduction with different oversampling factors and 
[bookmark: _Toc534997412]For oversampling factor of Type II codebook, support Alt 1, 

Supported values of L, M, K0 and N3
Another issue that was identified in RAN1#95 are the value ranges of the parameters of the codebook:
For next meeting
In RAN1 NR-AH 1901, companies are encouraged to study the following issues for finalizing the remaining details on DFT-based compression in RAN1#96:
· Supported values for the number of FD compression units before compression, or the DFT vector length (N3), by considering, e.g.
· Whether one compression is performed across the entire CSI reporting band or a segment of the CSI reporting band
· Supported values for the number of FD components after compression (M for common selection or {Mi} for independent selection)

Regarding the supported values of the number of compression units, according to our proposal, the number of PMI subbands is equal to , where  are the number of CQI subbands and  is the PMI-to-CQI subband scaling factor. The number of subbands can range between , thus , for whichever value of R is decided. Thus, no restriction on the value of  or optimization of FFT lengths are required in our view.
[bookmark: _Toc534997413]The supported values of N3 is , where R is the PMI-to-CQI subband scaling factor
Evaluations for different (L, M, K0) values
We have performed evaluations comparing different parametrizations of (L,M,K0). For the Type II enhancement, the following combinations are swept:
· Number of spatial beams: L={2,3,4}
· Number of FD-components: M={4,6,8}
· Number of non-zero coefficients K0={0.25, 0.5, 0.75, 1}*2LM
10 MHz BW is evaluated and the subband size for both PMI and CQI is 4 PRBs. The performance is evaluated as cell edge UPT gain over Type I CSI. For comparison, the Type II CSI with L={3,4} beams and WB amplitude is presented. In Figure 3, the results for L=3 beams (for the enhancement) is presented, while in Figure 4 the results for L=4 is presented. Finally in Figure 5, a proper selection of M value for each value of L made, corresponding to the parameter choice which optimizes performance/overhead tradeoff.
[image: ]
[bookmark: _Ref534977314]Figure 3: Cell edge UPT gain vs Overhead for (L,M)=(3,{4,6,8})
[image: ]
[bookmark: _Ref534977315]Figure 4: Cell edge UPT gain vs Overhead for (L,M)=(4,{4,6,8})
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[bookmark: _Ref534977317]Figure 5: Cell edge UPT gain vs Overhead for (L,M)={(2,6),(3,8),(4,8)}


Regarding the supported values of L, M and K0. An immediate observation is that a vast number of (L,M,K0) combinations are possible, but many combinations are not do not have a favourable performance/overhead trade-off and should not be considered, for instance when K0=2LM (corresponding to Alt 1A), the performance/overhead trade-off is generally worse than if either L or M is increased but a smaller value of K0 is used. Furthermore, there are many (L,M,K0) with similar performance and overhead. Thus, if L, M and K0 can be arbitrarily configured to the UE, it would result in a lot of redundant configuration, which should be avoided. 
In NR Rel-15, the Type II codebook comprises 12 different configurations (L=2,3,4; Q-PSK / 8-PSK co-phasing; SB amplitude ON/OFF), however the performance/overhead trade-off for “SB amplitude ON” is generally not favourable and the feature has a separate UE capability, so effectively 6 different configurations are used in practice. The main reason for allowing different configurations is that CSI payload, and therefore the CSI feedback coverage, can be controlled. For UE close to cell-centre, the coverage is likely good and L=4 beams Type II CSI can be configured for optimal performance. However, for cell-edge UE with worse coverage, such high UCI payload may be infeasible and e.g. Type II CSI with L=2 beams can be configured instead. 
As the gNB needs to switch Type II configuration depending on UE coverage, only a handful possible configurations are required in practice. Furthermore, allowing many codebook configurations can be problematic from a testing perspective, as RAN4 performance likely will only evaluate a subset of the configurations anyway and IODT testing many configurations results in a large implementation burden. Therefore, we suggest to limit the number of (L,M,K0) configurations.
The number of possible (L,M,K0) combinations should be limited, where each allowed (L,M,K0) combination should have a distinct performance/overhead trade-off
One observation from the evaluation results is that performance and overhead is mainly driven by the number of coefficients K0 and not the size of the FD-basis M. Therefore, a fixed value of M can be used for each value of the number of PMI subbands N3 . However, for the same BW, the number of PMI subbands will vary with R, but as argued for earlier, this does not necessarily change how many FD-components are required to capture the channel energy. Thus, the number of FD-components should be the same irrespective of the value of R, i.e. , for some value of k. For instance, k=0.5 can be used.
[bookmark: _Toc534997414]Use a fixed value of M for each value of N3, where 
Regarding the value of K0, this can be effectively expressed as a fraction of the total number of coefficients 2LM, i.e.  for some value of . As observed from the evaluations  can be reasonable choices.
[bookmark: _Toc534997415]The value of K0 is defined as  where r is selected from 

Conclusion
Based on the discussion in this contribution we make these proposals:

Proposal 1	Determine FD compression unit based on 100 MHz BW evaluations
Proposal 2	For FD compression unit, support Alt 2.2, where PMI subband size is X = CQI SB size / R where R>1 is a predetermined integer
Proposal 3	For basis subset selection, support Alt1B: Common selection for all the 2L beams, but only a size-  subset of coefficients is reported
Proposal 4	Adopt arbitrary size-K1 coefficient subset selection, where K1<=K0, combined with indication of number of non-zero coefficients (NNZCI)
—	A NNZCI in included in CSI Part 1, indicating the number K1<=K0 of non-zero coefficients
—	The size-K1 coefficient subset is indicated in CSI Part 2 using bits
—	The indicated K1<=K0 non-zero coefficients are fed back in CSI Part 2
Proposal 5	For oversampling factor of Type II codebook, support Alt 1, 
Proposal 6	The supported values of N3 is , where R is the PMI-to-CQI subband scaling factor
Proposal 7	Use a fixed value of M for each value of N3, where 
Proposal 8	The value of K0 is defined as  where r is selected from 
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Appendix
Table 1: SLS assumptions for CSI enhancement 
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Scenario
	Dense Urban (Macro only) 

	Carrier frequency
	4GHz

	Inter-site distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,4,2,1,1,4,4), (dH,dV) = (0.5, 0.8)λ 
100 deg tilt


	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Simulation bandwidth 
	Case 1: 100 MHz with 30kHz SCS 
Case 2: 10 MHz with 15kHz SCS

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Maximum 8 layers

	CSI feedback 
	· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	Up to 2 port DMRS (pseudo-orthogonal DMRS ports used)
CSI-RS overhead included
TRS overhead included 

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes


	Traffic load (Resource utilization)
	· 70 % for CSI overhead reduction

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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