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1. Introduction 

The study on UE power saving for NR [1] considers methods to reduce power consumption in the CONNECTED state. Some techniques to consider are captured in [2], based on agreements in RAN1#95 Spokane [3].

This document describes and evaluates two time-domain based power saving schemes:

· Reduced PDCCH monitoring during the running of the inactivity timer. This operation can be semi-statically configured.

· Dynamic configuration of the DRX operation via physical layer signaling.

The document also describes how operating with an efficiently configured sub-BWP can reduce power consumption.

2. Reduced PDCCH Monitoring During Inactivity Timer

Section 2 showed that constraining the monitoring of scheduling DCI to a first section of the DRX_ON duration can lead to power saving gain. It was also shown that the length of the inactivity timer affected the power saving gains that were achieved. Hence it is apparent that optimising the power consumption performance during the running of the inactivity timer can have a significant impact on UE power consumption. 

This section considers the gains that can be achieved through optimising the power consumption during the running of the inactivity timer by considering a simple scheme: reduction of PDCCH monitoring during the inactivity period.

The following agreements related to reduction of PDCCH monitoring were made in RAN1#95 Spokane.

The power saving schemes to reduce PDCCH monitoring and blind decoding for further studies are as follows,

· Triggering of PDCCH monitoring – dynamic trigger through L1 signal/signaling

· Power saving signal triggering PDCCH monintoring

· Go-to-sleep signaling to skip PDCCH monitoring

· PDCCH skipping - 

· DCI based indication  for PDCCH skipping (e.g., indication in DCI content, new SFI state).

· L1 signal/signaling (other than DCI) based triggering  -

· Mulitple CORESET/search space configurations 

· Configuration of different PDCCH periodicities with dynamic signaling

· Adaptation of CORSET/search space configuration – DCI/timer/HARQ-ACK based indication 

· Dynamic/semi-persistent CORSET/search space ON/OFF

· Adaptation between DRX ONduration timer and inactivitytimer

· Separated PDCCH monitoring of DL and UL

· L1 signaling triggering to assist  UE in reducing the number of PDCCH blind decoding – 

· Reduced PDCCH monitoring on SCell (including cross carrier scheduling)

· Network assistance –  RS is dynamically transmitted based on the need to assist UE performing synchronization, channel tracking, measurements and  channel estimations before PDCCH decoding 

Other power saving schemes for the reduction of PDCCH monitoring and blind decoding are not precluded.
The scheme considered in this section is the reduction of PDCCH monitoring during the running of the inactivity timer. For the sake of simplicity, the following simple scheme is simulated, as illustrated in Figure 2:

· During DRX_ON period, PDCCH is monitored every slot.

· While the inactivity timer is running outside of the DRX_ON period, the PDCCH is monitored every “N” slots.
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Figure 2 – Reduced PDCCH monitoring when inactivity timer is running

The power saving gains that can be achieved through reduction of PDCCH monitoring when the inactivity timer is running are evaluated using a simulation of FTP traffic model 3 with the C-DRX parameters used in the calibration exercise (C-DRX cycle length = 160ms, inactivity timer = 100ms, DRX_ON duration = 8ms) with various values of “N”. 

The evaluated power saving gains that were observed through reduction of PDCCH monitoring when the inactivity timer is running are summarised in Table 4. This table uses the parameters: C-DRX cycle length = 160ms, inactivity timer = 100ms, DRX_ON duration = 8ms.

Table 4 - Power saving gain from reduced PDCCH monitoring when inactivity timer is running (DRX_ON = 8ms, inactivity timer = 100ms)

	“N”: slot periodicity at which PDCCH is monitored when inactivity timer is running
	Average power consumption (units) 
	Percentage power saving gain (with respect to 100% PDCCH monitoring when inactivity timer is running)

	1
	38.435
	N/A (default)

	2
	30.251
	21.3%

	4
	26.179
	31.9%

	8
	24.173
	37.1%


The power savings observed in the above table are due to the UE being able to enter a “micro-sleep” state between PDCCH monitoring occasions. By way of example, Table 5 quantifies the evaluated time distribution of operation in the various power states for the baseline case (PDCCH monitored in every slot when inactivity timer is running) and for the case of reduced PDCCH monitoring (PDCCH monitored every 4th slot).

It is apparent that reduction of PDCCH monitoring when the inactivity timer is running allows the UE to spend more time in a “micro-sleep” state and less time in a “PDCCH only” state, thus reducing power consumption.

Table 5 – Time distribution of states for reduced PDCCH monitoring when inactivity timer is running (DRX_ON = 8ms, inactivity timer = 100ms)

	State
	Time distribution for baseline (“N” = 1: PDCCH monitored every slot)
	Time distribution for reduced PDCCH monitoring when inactivity timer is running (“N” = 4: PDCCH monitored every 4th slot)

	PDCCH only
	34.50
	12.17

	PDCCH + PDSCH
	0.25
	0.25

	Micro sleep
	0.02
	22.42

	Light sleep
	0.15
	0.14

	Deep sleep
	65.09
	65.03


Note that higher power savings would be applicable for even sparser PDCCH monitoring occasions as the UE could enter a lower power “light sleep” state in such cases.

Observation 1: The UE consumes significant power when the inactivity timer is running.

Observation 2: reduced PDCCH monitoring while the inactivity timer is running reduces UE power consumption by between 21% and 37%.

Proposal 1: TR38.840 makes the observation that “Reducing PDCCH monitoring while the inactivity timer is running reduces UE power consumption by between 21% and 37%”.

3. Dynamic DRX in Connected Mode

The previous section considered reduced PDCCH monitoring while the inactivity timer is running. For example, the UE operates with reduced PDCCH monitoring while the inactivity timer is running. The reduced PDCCH monitoring rate could be semi-statically configured.
This section considers dynamically changing the DRX configuration by physical layer signaling. For example, the physical layer signaling could dynamically turn the inactivity timer off, change the rate of PDCCH monitoring etc.   

In connected mode, the UE needs to monitor the control channel prior to uplink or downlink data transmissions. This operation may comprise configuring connected mode DRX (C-DRX) parameters, including DRX cycles and inactivity timer values. These parameters are, however, configured at RRC level, which are much slower compared to the quick scheduling opportunities within NR (layer1) that are of the order of milliseconds. RRC configured parameters may typically be configured at connection setup and while they can be reconfigured over timethis RRC configuration / reconfiguration process is rather slow. 

The slow nature of RRC configuration / reconfiguration  may make the network reticent to change DRX parameters and ss a result, the UE monitoring of control channels may not be tailored towards its current traffic pattern and buffer state, resulting in a large amount of time spent by the UE waiting for potential data unnecessarily. In practice this means that the UE may spend too much time and energy in the “on duration times” during connected mode DRX and during the inactivity timer.

Observation 3: Static or semi-static configurations of both C-DRX cycles and inactivity timer values can result in high power consumption. 

In RAN1#95, it was agreed to study power saving schemes with UE adaptation to the DRX operation, including dynamic DRX configuration in which parameters could be dynamically adapted to the traffic arrival. We consider the objective of introducing dynamic DRX configuration is to reduce the UE “idle” PDCCH monitoring, particularly when there is no traffic between the UE and network. 

To facilitate a UE performing dynamic DRX operation, we propose a layer one dynamic signaling mechanism where the configuration of the inactivity timer and DRX cycles in connected mode can be easily and quickly adapted based on the traffic for the UE or network conditions.

Proposal 2: Support physical layer (L1) based dynamic signaling to adapt C-DRX configuration in response to traffic. 
The enhanced configuration of the inactivity timer and DRX can be provided by additional parameters in the control signal and/or a new type of control signal. The gNB transmits a new power saving command either immediately after the data transmission is finished or after scheduling a (uplink or downlink) data transmission. This control signaling basically indicates when and how the UE should enter its power saving state (off state).

There are a set of DRX configuration parameters transmitted as part of RRC configuration / reconfiguration, for example DRX Cycle, onDuration-Timer, drx-InactivityTimer, drx-RetransmissionTimer, drxShortCycleTimer, longDRX-CycleStartOffset, and drxStartOffset. Updating these parameters via the control channel may not be feasible as the payload size may be unreasonably large. We consider the physical layer power saving command represents a subset of the above parameters. For example, providing new values of inactivity timer and DRX cycle.
Proposal 3: The power saving command represents a subset of parameters (e.g. inactivity timer, DRX cycle) of the RRC configured DRX configuration.
In Figure 3, we illustrate the comparison of the existing (legacy) solution with our proposed solution. In this Figure 3, t1 and t2 are ”off” and “on” time periods. The time periods t1 and t2, i.e. the duty-cycle, as well as the time period where the UE listens based on this duty-cycle configuration are indicated in the power saving command. As can be seen, with the proposed functionality the DRX cycle can be dynamically configured based on the traffic type. Through this, the unnecessary energy cost of PDCCH channel monitoring can be reduced. The control of the monitoring can be done per UE by the base station, and the network can tailor a monitoring configuration based on the current UE traffic pattern. This gives a significantly more tailored UE receiver activity period depending on each UE traffic pattern compared to the legacy RRC based signaling, and therefore the idle-channel monitoring part can be reduced, or even removed completely.
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Figure 3 – Control of DRX parameters
Below we provide examples to describe and evaluate the above power saving scheme and show benefits of using layer one signaling to dynamically change the DRX parameter settings. For the evaluation we assume an FTP-3 type traffic where DRX-On, DRX-cycle, and inactivity timer are configured to 8msec, 160msec, 100msec to receive packets with packet arrival interval of 200msec. Depending on scheduler and buffer status, the UE does not necessarily need to operate based on this configuration statically or before a change can be done via an RRC reconfiguration signaling. With a certain probability, dependent on the packet arrival interval and sleep period, there may exist packets in the buffer. After delivering the packets by gNB during the on duration, the gNB sends a go-to-sleep signal to indicate no more packets are available and the UE can go to sleep. If there are no packets in the buffer, we assume the UE listens and reacts based on the configuration it has for the on duration and inactivity timer, set based on the latest layer one signalling. Through this assumption, up to ~20% energy saving can be achieved.

We repeat the above evaluation procedure for instant messaging, modeled by FTP-3 with packet arrival interval of 2sec and DRX configuration of 320msec DRX cycle, 200msec inactivity timer, and 10msec on duration. In this scenario, the amount of energy saving can be up to ~55%. 

Observation 4: Adaptive DRX operation can provide up to 55% of power saving gain for an instant messaging traffic type and 20% for an FTP-3 traffic type.

Proposal 4: TR 38.840 captures the observation that a power saving scheme supporting physical layer (L1) based dynamic signaling to adapt C-DRX configuration (e.g. the inactivity timer and DRX cycles) in response to UE traffic provides a power saving gain of up to 55% for instant messaging traffic and 20% for FTP-3 type traffic.
4. BWP with Efficient Configuration

Bandwidth parts (BWP) are a power saving feature which allows the UE to reduce its power consumption by using a smaller portion of bandwidth compared to the total system bandwidth. A BWP consists of a group of contiguous physical resource blocks (PRBs). A UE can be configured with up to three BWPs in addition to the default BWP (BWP that contains the sync/broadcast (SSB) signals). But, only one BWP can be used by the UE at a time (so-called active BWP). These BWPs can have various size of bandwidths. A BWP has its own numerology (i.e. sub-carrier spacing) and it is also possible that the BWPs can overlap with each other.

For some specific use cases where the UE only uses a small amount of bandwidth due to the nature of existing traffic, the UE can be configured to switch to a smaller BWP. This operation is already supported in NR release 15. We have identified the following constraints on the BWP switching operation:

· The flexibility of the BWP switching operation is somewhat limited. The NR carrier bandwidth can be very wide, e.g. 400 MHz. A portion of the NR carrier. i.e. the BWP, can still be relatively wide (e.g. in the order of hundreds MHz). Depending on the traffic conditions, e.g., packet arrival time and/or packet size, the entire BWP may not be needed. It may be the case that the smallest available BWP is relatively wider than the required bandwidth for the UE traffic.

· In case the targeted smaller BWP is available, it may have been designed with another numerology. Thus, the BWP switching operation is not possible.

· One motivation of BWP operation in release15 is to enable cell load balancing. A gNB can distribute the UEs in various available BWPs within the supported cell bandwidth. If all UEs with a small bandwidth are switched to the small BWP, then cell load balancing may be affected.

Observation 5: Switching BWP is a straight-forward solution to adapt the bandwidth based on the UE traffic. However, there are some restrictions:

· There are limited BWP options (only 4 options in which 1 is the default BWP) and the choice can be sub-optimal.

· The target BWP may not be suitable as it may operate in another numerology.

· One of the BWP operation purposes is for cell load balancing. Switching to another BWP may affect cell load balancing.

Based on the constraints / limitations of BWP switching operation, we consider a power scheme where the UE can reduce its bandwidth operation when the UE traffic is relatively small. In this context, the UE operates with a sub-BWP within an active BWP. Both UE and gNB are aware of such operation and thus, the UE can specifically reduce its operating bandwidth in order to obtain power saving gain. This implies the UE may reduce its filter bandwidth, ADC/DAC operation, etc. The gNB should be aware of this operation so that the gNB would not allocate / schedule the UE with a larger bandwidth when the UE is operating with sub-BWP operation.

Observation 6: Sub-BWP operation is an operation where gNB is aware that a UE temporarily operates with a target bandwidth size (i.e. smaller size) within an active BWP. The purpose is to avoid the restrictions found in switching BWP operation.

Proposal 5: For UE power saving purpose, frequency domain adaptation can support both switching BWP operation and sub-BWP operation.

5. Conclusion and Summary of Proposals

This document has considered the following power saving adaptations for NR.

· Reduced PDCCH monitoring when inactivity timer is running
· Dynamic DRX in Connected mode
· BWP with efficient configuration
The document then makes the following observations and proposals:

Observation 1: The UE consumes significant power when the inactivity timer is running.

Observation 2: reduced PDCCH monitoring while the inactivity timer is running reduces UE power consumption by between 21% and 37%.
Observation 3: Static or semi-static configurations of both C-DRX cycles and inactivity timer values can result in high power consumption. 

Observation 4: Adaptive DRX operation can provide up to 55% of power saving gain for an instant messaging traffic type and 20% for an FTP-3 traffic type.

Observation 5: Switching BWP is a straight-forward solution to adapt the bandwidth based on the UE traffic. However, there are some restrictions:

· There are limited BWP options (only 4 options in which 1 is the default BWP) and the choice can be sub-optimal.

· The target BWP may not be suitable as it may operate in another numerology.

· One of the BWP operation purposes is for cell load balancing. Switching to another BWP may affect cell load balancing.
Observation 6: Sub-BWP operation is an operation where gNB is aware that a UE temporarily operates with a target bandwidth size (i.e. smaller size) within an active BWP. The purpose is to avoid the restrictions found in switching BWP operation.

Proposal 1: TR38.840 makes the observation that “Reducing PDCCH monitoring while the inactivity timer is running reduces UE power consumption by between 21% and 37%”.
Proposal 2: Support physical layer (L1) based dynamic signaling to adapt C-DRX configuration in response to traffic. 
Proposal 3: The power saving command represents a subset of parameters (e.g. inactivity timer, DRX cycle) of the RRC configured DRX configuration.
Proposal 4: TR 38.840 captures the observation that a power saving scheme supporting physical layer (L1) based dynamic signaling to adapt C-DRX configuration (e.g. the inactivity timer and DRX cycles) in response to UE traffic provides a power saving gain of up to 55% for instant messaging traffic and 20% for FTP-3 type traffic.
Proposal 5: For UE power saving purpose, frequency domain adaptation can support both switching BWP operation and sub-BWP operation.
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