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Evaluation Assumptions
System level simulation settings
In RAN1 #94-bis [1], the following are agreed for system level simulation (SLS):
	Agreements:
· At least dense urban (with single layer) deployment scenario should be included for evaluation. Indoor hotspot and rural macro can be additionally considered.

Agreements:
· The following frequency ranges with the respective carrier frequency and reference sub-carrier spacing should be included for evaluation if a proposed scheme intends to be used for the respective frequency range(s):
· FR1: 4GHz, 30kHz SCS
· FR2: 30GHz, 120kHz SCS

Agreements:
· Simulation assumptions as specified in Table A2.1-1 in TR38.802 should be the basis for system-level simulation evaluation.
· Antenna configuration may use IMT-2020 as reference. Companies to state assumptions different from the reference if any


 
Accordingly, the channel and antenna related parameters in Table 1 are assumed for our SLS:

[bookmark: _Ref535019865]Table 1: Channel and antenna settings for SLS evaluations
	Simulation Parameters
	Value

	Carrier center frequency
	4 (GHz)

	Subcarrier spacing
	30 (kHz)

	Bandwidth
	100 (MHz)

	Channel model
	3D UMa

	Deployment
	Dense Urban

	Inter-BS Distance
	200 (m)

	BS Tx antennas number
	32; (M, N, P, Mg, Ng) = (8, 8, 2, 1, 1)

	UE Rx antennas number
	4

	SSB number per SS burst
	8




For power saving evaluation, three traffic models are agreed in RAN1 #95 [2], as quoted in Table 2. To simulate the impact of user scheduling conflict, we also specify the number of UEs for each traffic model in the last row ofTable 2. Note that DRX offsets for different UEs are randomly distributed within the DRX period. Also the traffic statistics of FTP traffic model is representative for a full-HD video streaming suggested in [3], therefore the label of the first traffic model is modified to “FTP/Video” for illustrating the applicability.


[bookmark: _Ref535019943]Table 2: Traffic models for SLS evaluations
	

	FTP/Video
	Instant messaging (IM)
	VoIP

	Model
	FTP model 3
	FTP model 3
	As defined in R1-070674.
Assume max two packets bundled.

	Packet size
	0.5 Mbytes
	0.1 Mbytes
	

	Mean inter-arrival time
	200 ms
	2 sec
	

	DRX setting
	Period = 160 ms
Inactivity timer = 100 ms
	Period = 320 ms
Inactivity timer = 80 ms
	Period = 40 ms
Inactivity timer = 10 ms

	UE number
	10 per cell  21 cells
	40 per cell  21 cells
	40 per cell  21 cells



In addition to DRX, periodic operations are modelled to comply with the following agreement:
	Agreements:
For power evaluation,
· For evaluation of DRX scenarios, the RRC release timer is set to infinity to ensure C-DRX and I-DRX cases are treated separately.
· Power consumption for channel/time/frequency and beam tracking operations should be taken into account.



In particular, the following operations are included:

1. SSB processing of 2 ms for periodic beam management, pre-synchronization, and RRM: 
It is performed in the nearest SS burst at least 7 slots before UE’s DRX start. The 7-slot gap corresponds to a practical time requirement for accomplishing periodic beam reporting. The SSB processing period is decided by max(DRX period, 160 ms), and not every SSB before DRX on duration is utilized when DRX period is smaller than 160 ms. Since the period setting only ensures one measurement occasion for the case of 200 ms report period, it can be regarded as the minimum requirement on periodic SSB processing. In addition to RRM requirement, the necessity of periodic beam management is also verified in Section 2.2 to support the periodic SSB processing.

2. CSI reporting: Regarding the beam management, CSI reporting at the same period, i.e., max(DRX period, 160 ms), should also be required. For the case CSI report is constrained in DRX on duration, we assume there are 6 slots of processing delay and 1 slot of short PUCCH UL. When there is data arrival, scheduling will not take place within the 7-slot delay. For the case CSI report can be shifted next to SS burst, we assume periodic CSI-RS are multiplexed with SSBs, and the beam management and CSI reporting can be jointly accomplished within 7 slots after the measured SS burst. Note that whether PDCCH monitoring is required within the 7 slots depends on the adaptation design. For example, if PDCCH monitoring is disabled, micro sleep power state will be assumed for the duration except for the UL slot.

Necessity of periodic beam acquisition/reporting
In the current C-DRX framework, other than the PDCCH monitoring, a number of background periodic activities take place during the on-duration (see [4]). These activities include CSI-RS acquisition, beam management reporting using PUCCH, CSI reporting using PUCCH, and Periodic SRS transmission. These periodic background activities are required for several functionalities that guarantee reliable connection between the gNodeB and the UE, such as control link maintenance by the gNodeB, CSI acquisition by the gNodeB, beam management, and power control loop.

For simplicity we look in the following analysis at the particular aspect of beam management.
The beam management functionality can be either realized based on DL reference signal (SSB/CSI-RS) or UL reference signal (SRS):

· DL based beam management: in this case the UE uses the SSB/CSI-RS to estimate the best beam and sends an UL report. The DL based beam management can be periodic where the UE periodically sends beam management report as part of the CSI using the PUCCH or aperiodic case where the report is triggered via DCI and is sent on the PUSCH.

· UL based beam management: in this case the gNodeB uses the UL SRS to estimate the best beam exploiting the reciprocity between the DL and the UL. The UL based beam management can be as well either periodic where the UE is configured to periodically transmit the SRS or aperiodic where the SRS transmission is triggered via DCI.

In Table 3 we compare the case where beam management is periodic every max(DRX, 160ms) (based on PUCCH report transmission or using SRS transmission) to the case of aperiodic beam management that is triggered only when data transmission is scheduled. Table 3 show the beam blockage probability, where the beam blockage instances correspond to a PDCCH BLER of less than 10% according to transmission parameters defined in [5] for beam failure. The evaluation was carried for the case of in car, pedestrian and indoor scenarios.

With aperiodic beam acquisition/reporting, the beam blockage probability is >1% for most of the evaluation scenarios for FTP and IM traffic. The blockage is particularly severe for traffics with large inter-arrival delays and moderate to high mobility like the case of IM and in car scenario where the blockage probability reaches a very high level of 9%.

Using periodic beam acquisition/reporting every max(DRX, 160ms) brings the blockage probability to under 1% for all the evaluation cases, apart for the case of IM and in car scenario where the blockage probability is reduced by a factor of 1/4 from 9% (with aperiodic) to 2.3%.

The reason the VoIP case shows less benefit with a reporting period equal to 160ms (4 DRX), is because the inter-arrival delay of VoIP traffic is usually smaller than the periodic beam acquisition/reporting. Using lower period (every DRX), does reduce the blockage probability however the current blockage probability is already relatively low for VoIP (<1%). 

[bookmark: _Ref534639751]Table 3: Beam blockage probability for periodic vs. aperiodic beam acquisition/reporting 
	Scenario
	Traffic/DRX setting
	Periodic beam acquisition/reporting every max(DRX, 160ms)
	Aperiodic beam acquisition/reporting every max(DRX, 160ms)

	
In car 30km.h
	Traffic 1 (FTP), DRX =160ms
	2.6 %
	1 %

	
	Traffic 2 (IM), DRX = 320ms
	9 %
	2.3 %

	
	Traffic 3 (VoIP), DRX = 40ms
	0.9 %
	0.7 %

	
Pedestrian 3km/h
	Traffic 1 (FTP), DRX =160ms
	0.7 %
	0.1 %

	
	Traffic 2 (IM), DRX = 320ms
	1.5 %
	0.3 %

	
	Traffic 3 (VoIP), DRX = 40ms
	0.3 %
	0.3 %

	
Indoor 3km/h
	Traffic 1 (FTP), DRX =160ms
	1.9 %
	0.4 %

	
	Traffic 2 (IM), DRX = 320ms
	4.9 %
	0.8 %

	
	Traffic 3 (VoIP), DRX = 40ms
	0.4 %
	0.3 %




Observation 1: periodic beam acquisition/reporting is required to achieve low beam blockage probability

The increased beam blockage probability when periodic beam acquisition/reporting is not used will impact the PDCCH reliability and make PDCCH decoding unlikely even with low aggregation levels. In such a context even the use of aperiodic CSI reporting/SRS transmission to recover the best beam for DRX instances where the UE has data to transmit up will not be possible, since both aperiodic CSI reporting and SRS transmission are DCI triggered.

Observation 2: Beam blockage leads to inability of the UE to decode the PDCCH hence degrading system reliability

Observation 3: Aperiodic based beam acquisition/reporting uses a PDCCH-based trigger, therefore it will suffer from beam blockage

Proposal 1: Support of periodic activity such as periodic beam acquisition/reporting is necessary in order not to degrade system reliability

Evaluation metrics and Reference Results
With the above SLS settings, the power consumption, latency, and resource utilization (RU) will be evaluated and compared. Table 4 shows the metrics with the baseline configuration for the three traffic models. For each power saving scheme, a table will be provided to collect the corresponding metrics as well as the difference w.r.t. the baseline configuration.

[bookmark: _Ref535023204]Table 4: Metrics for the baseline configuration
	Metric
	FTP/Video
	IM
	VoIP

	Power consumption  (relative unit)
	52.33
	10.89
	50.63

	Power saving ratio (w.r.t. baseline)
	0%
	0%
	0%

	  

	Latency (ms)
	59.71
	148.04
	13.42

	Latency increment (w.r.t. baseline)
	0%
	0%
	0%

	  

	RU (%)
	32.73
	1.54
	0.98

	RU increment (w.r.t. baseline)
	0%
	0%
	0%



For calibration purpose, the time distributions for the three traffic models are also provided Appendix A. The counterpart distributions for a power saving will be provided in subsequent Appendices accordingly.


Evaluation of DRX Adaptation Design
In this section, the DRX design in Section 2 of [6] is evaluated and summarized in Table 5:

Observation 4: Adapting DRX with UE assistance can achieve power saving of 42% and 70% for FTP/Video and IM traffic models, respectively. However, due to the significantly reduced PDCCH monitoring time, there also induce significant latency increment of 30% and 323% for FTP/Video and IM, respectively. 
[bookmark: _Ref535023908]Table 5: Metrics for DRX adaptation design in Section 2 of [6]
	Metric
	FTP/Video
	IM

	Power consumption  (relative unit)
	30.30
	3.26

	Power saving ratio (w.r.t. baseline)
	42.09%
	70.06%

	 

	Latency (ms)
	77.65
	626.43

	Latency increment (w.r.t. baseline)
	30.04%
	323.14%

	 

	RU (%)
	32.53
	1.47

	RU increment (w.r.t. baseline)
	-0.61%
	-4.54%
	


Evaluation of PDCCH Monitoring Adaptation Designs
In this section, the PDCCH adaptation schemes in Section 3 of [6] and Sections 2 and 3 of [7] are compared.
PDCCH monitoring adaptation before DRX on duration
In Table 6, Scheme 1 in Section 2 of [7] is evaluated. Scheme 1 is with power saving signal right before DRX on duration and periodic CSI report taking place in DRX on duration at a period equal to max(DRX period, 160 ms) but irrelevant of whether data arrives or not. 

Observation 5: Switching on/off DRX on duration via power saving signal provides power saving gain of 5%, 20% and 8% for FTP/Video, IM and VoIP, respectively. The gain is larger if DRX period is less matched to mean data arrival period. 

[bookmark: _Ref535025016][bookmark: _Ref535025096]Table 6: Metrics of Scheme 1 in Section 2 of [7]
	Metric
	FTP/Video
	IM
	VoIP

	Power consumption  (relative unit)
	49.70
	8.66
	46.61

	Power saving ratio (w.r.t. baseline)
	5.02%
	20.47%
	7.94%

	 

	Latency (ms)
	63.54
	156.28
	14.39

	Latency increment (w.r.t. baseline)
	6.41%
	5.56%
	7.22%

	 

	RU (%)
	32.50
	1.54
	0.97

	RU increment (w.r.t. baseline)
	-0.70%
	0%
	-1.02%



In Table 7, we further compare a scheme that enlarge PDCCH monitoring period before data arrival. No power saving signal is introduced.

Observation 6: Adapting only PDCCH monitoring period before data arrival (Scheme 2) can provide comparable power saving gain with Scheme 1 for FTP/Video and VoIP. The gain is inferior for IM traffic model where dummy DRX on duration is more due to much shorter DRX period than the mean arrival time.

[bookmark: _Ref535026118]Table 7: Metrics of Scheme 2 in Section 2 of [7]
	Metric
	FTP/Video
	IM
	VoIP

	Power consumption  (relative unit)
	49.02
	9.46
	47.72

	Power saving ratio (w.r.t. baseline)
	6.32%
	13.13%
	5.74%

	 

	Latency (ms)
	62.01
	149.57
	13.49

	Latency increment (w.r.t. baseline)
	3.85%
	1.03%
	0.52%

	 

	RU (%)
	32.53
	1.54
	0.98

	RU increment (w.r.t. baseline)
	-0.61%
	0%
	0%




In Table 8, there evaluate Scheme 1’ in Section 2 of [7]. Background activity window is applied to optimize the sleep time and power consumption by aggregating periodic CSI and power saving signal monitoring around SS burst. There is significant improvement in power saving gain:




Observation 7: Scheme 1’ that applies background activity window to optimize the sleep time and power consumption by aggregating periodic CSI and power saving signal monitoring around SS burst can improve more than 9% power saving gain for IM and VoIP traffic models.

Proposal 2: Power saving signal should be applied with background activity window that can aggregate periodic BM/CSI and power saving signal monitoring and further optimize the sleep power.

[bookmark: _Ref535026991]Table 8: Metrics of Scheme 1' in Section 2 of [7]
	Metric
	FTP/Video
	IM
	VoIP

	Power consumption  (relative unit)
	47.41
	7.58
	42.05

	Power saving ratio (w.r.t. baseline)
	9.40%
	30.39%
	16.94%

	 

	Latency (ms)
	66.96
	161.07
	18.56

	Latency increment (w.r.t. baseline)
	12.14%
	8.80%
	38.30%

	 

	RU (%)
	32.27
	1.54
	0.85

	RU increment (w.r.t. baseline)
	-1.40%
	0%
	-13.26%



Although Scheme 1’ can realize the best power saving gain with power saving signal, it also contributes the largest latency to VoIP. This is because the additional delay between power saving signal and DRX start that may not align with SS burst. Since VoIP is latency sensitive with low data rate, there is alternative way to optimize its power consumption. In Table 9, one can check that setting PDCCH monitoring period to 2 ms (4 slots) can achieve better power saving gain (22%) with latency increment smaller than 10%. 

Observation 8: VoIP can apply a constant larger PDCCH monitoring period and realize 22% power saving gain with latency increment less than 10%.

[bookmark: _Ref535029060]Table 9: PDCCH monitoring optimization for VoIP
	Metric
	VoIP

	
	Scheme 1’
	Scheme 2
	Baseline
PDCCH monitoring period = 2ms

	Power consumption  (relative unit)
	42.05
	47.72
	39.43

	Power saving ratio (w.r.t. baseline)
	16.94%
	5.74%
	22.12%

	 

	Latency (ms)
	18.56
	13.49
	14.68

	Latency increment (w.r.t. baseline)
	38.30%
	0.52%
	9.38%

	 

	RU (%)
	0.85
	0.98
	0.93

	RU increment (w.r.t. baseline)
	-13.26%
	-1.08%
	-5.10%




PDCCH monitoring adaptation during DRX on duration
In this subsection, Scheme 1’’ in Section 3 of [7] is evaluated. Scheme 1’’ is Scheme 1’ with additionally adapting PDCCH monitoring period to 4 slots after 10 ms data inactivity. In Table 10, there can observe very significant power saving gain by Scheme 1’’ since there are plenty of dummy PDCCH monitoring due to the long inactivity timers in FTP/Video and IM traffic models. Since the inactivity timer in VoIP traffic model is only 10 ms, the time out based PDCCH monitoring adaptation will make no difference, and VoIP is skipped in Table 10. 


Observation 9: Combing PDCCH monitoring adaptation before and during DRX on duration can realize 29% and 42% power saving for FTP/Video and IM traffic model, respectively 

[bookmark: _Ref535030140][bookmark: _GoBack]Table 10: Metrics of Scheme 1'' in Section 3 of [7]
	Metric
	FTP/Video
	IM

	Power consumption  (relative unit)
	37.11
	6.28

	Power saving ratio (w.r.t. baseline)
	29.08%
	42.33%

	 

	Latency (ms)
	67.36
	161.28

	Latency increment (w.r.t. baseline)
	12.81%
	8.94%

	 

	RU (%)
	32.33
	1.54

	RU increment (w.r.t. baseline)
	-1.22%
	-0.24%




Combined UE processing time adaptation
When K0, K1 and K2 are set larger, the relaxed processing time requirement can enable UE power saving. On the other hand, switching K0, K1 and K2 to smaller values can reduce the processing time. In this subsection, adaptation to cross-slot scheduling before data arrival and after 10 ms data inactivity is incorporated with Scheme 1’’ for FTP/Video and IM traffic models. For VoIP, constant cross-slot scheduling is also applied. 

Observation 10: Combo adaptation on processing requirement and PDCCH monitoring can reach the highest power saving gain.

Proposal 3: BWP and power-profile based adaptation is considered for NR Rel-16 to realize combo adaptation and exploit every possible power saving gain.

Table 11: Metrics of combo adaptation on processing time requirement and PDCCH monitoring
	Metric
	FTP/Video
Scheme 1’’
& Adapt K0
	IM
Scheme 1’’
& Adapt K0
	VoIP
Baseline with Adapt K0 & 
PDCCH monitoring period = 2ms 

	Power consumption  (relative unit)
	35.39
	6.06
	38.05

	Power saving ratio (w.r.t. baseline)
	32.37%
	44.35%
	24.84%

	 

	Latency (ms)
	67.44
	161.28
	14.69

	Latency increment (w.r.t. baseline)
	12.94%
	8.94%
	9.46%

	 

	RU (%)
	32.41
	1.54
	0.94

	RU increment (w.r.t. baseline)
	-0.97%
	-0.24%
	-4.08%




Evaluation of Antenna-Domain Adaptation Design
In this section, BWP-based adaptation on maximum MIMO layer number is evaluated. By allowing UE to reduce RX number for PDCCH monitoring, there can realize 15% - 20% power saving gain.



Proposal 4: BWP-based adaptation on maximum MIMO layer number is considered for NR Rel-16 to realize 15% - 20% power saving gain with virtually no impact to latency and resource utilization.

Table 12: Metrics of BWP-based adaptation on maximum MIMO layer number
	Metric
	FTP
Dynamic switching
	IM
Dynamic switching
	VoIP
Static 2x2 MIMO

	Power consumption  (relative unit)
	44.35
	8.90
	40.74

	Power saving ratio (w.r.t. baseline)
	15.24%
	20.29%
	19.53%

	 

	Latency (ms)
	59.58
	148.24
	13.18

	Latency increment (w.r.t. baseline)
	-0.21%
	0.13%
	-1.78%

	 

	RU (%)
	32.57
	1.53
	0.94

	RU increment (w.r.t. baseline)
	-0.48%
	-0.64%
	-4.08%





Evaluation of Frequency-Domain Adaptation Designs
Dynamic BWP switching
In Table 13, there evaluate Rel-15 BWP scheme with DCI based switching and 20 ms BWP time out. There assume one large-BW BWP of 100 MHz and one small-BW BWP of 20 MHz. 

Observation 11: Rel-15 BWP switching with 20 ms BWP time out is effective to realize power saving of 29%, 33% and 38% for FTP/Video, IM and VoIP traffic models, respectively. 

[bookmark: _Ref535033969]Table 13: Metrics of Rel-15 BWP switching
	Metric
	FTP/Video
Baseline & 
dynamic BWP
	IM
Baseline & 
dynamic BWP
	VoIP
Baseline & 
static BWP (20MHz)

	Power consumption  (relative unit)
	36.70
	7.30
	31.30

	Power saving ratio (w.r.t. baseline)
	29.86%
	32.96%
	38.17%

	 

	Latency (ms)
	59.58
	148.24
	13.41

	Latency increment (w.r.t. baseline)
	-0.21%
	0.13%
	-0.07%

	 

	RU (%)
	32.57
	1.53
	0.98

	RU increment (w.r.t. baseline)
	-0.48%
	-0.64%
	0%




SCell power saving with BWP
In real network, there exist background small packets. For the case of carrier aggregation, UE consumes a lot of power on dummy PDCCH monitoring in SCell as SCell is used only when offloading large PCell packets. In Section 5 of [6], there suggest BWP-based SCell dormancy and bundled BWP switching. To investigate the benefit, we first add background traffic to FIP/Video and IM traffic models, where background packets are of packet size of 256 bits and mean arrival time of 200 ms. Also the following two behaviours are modelled:
· Smart BWP switching: small-BW BWP (20 MHz) is used as much as possible; switching to large-BW BWP (100 MHz) only when packet size is larger than 10k bits.
· SCell offload criterion: Data splitting to SCell only when packet size is larger than 50k bits; otherwise only PCell is utilized for data delivering. If packet size is larger than 50k bits, we assume the packet is equally splitted to PCell and SCell.

In Table 14, there show the metric of SCell reception with independent BWP switching from PCell. When there is no data, SCell will apply small-BW to save power. The metrics serve as SCell baseline.
 
[bookmark: _Ref535036180]Table 14: Metrics of SCell reception with independent BWP switching from PCell
	Metric
	FTP/Video
with background traffic
	IM
with background traffic

	Power consumption  (relative unit)
	32.50
	14.16

	Power saving ratio (w.r.t. SCell baseline)
	0%
	0%

	

	Latency (ms)
	94.04
	116.39

	Latency increment (w.r.t. SCell baseline)
	0%
	0%

	

	RU (%)
	14.96
	0.82

	RU increment (w.r.t. SCell baseline)
	0%
	0%




In Table 15, there evaluate the proposal of BWP-based SCell dormancy and bundled BWP switching in Section 5 of [6], and one can have:

Observation 12: With BWP-based SCell dormancy and bundled BWP switching, there can realize 52% and 65% power saving for the modified FTP/Video and IM traffic models in SCell since dummy PDCCH monitoring can be effectively eliminated.

Proposal 5: For the case of carrier aggregation, BWP-based SCell dormancy and bundled BWP switching are considered NR Rel-16.

[bookmark: _Ref535037181]Table 15: Metrics of SCell BWP-based dormancy and bundled BWP switching with PCell
	Metric
	FTP/Video
with background traffic
	IM
with background traffic

	Power consumption  (relative unit)
	15.52
	4.85

	Power saving ratio (w.r.t. SCell baseline)
	52.24%
	65.74%

	
	
	

	Latency (ms)
	92.56
	112.54

	Latency increment (w.r.t. SCell baseline)
	-1.57%
	-3.30%

	
	
	

	RU (%)
	14.98
	0.82

	RU increment (w.r.t. SCell baseline)
	0.13%
	0%








Conclusions
In this contribution, we evaluation the metrics of power saving gain, latency increment and RU increment w.r.t. the baseline configuration for three traffic models. In particular, we have

Observation 1: periodic beam acquisition/reporting is required to achieve low beam blockage probability

Observation 2: Beam blockage leads to inability of the UE to decode the PDCCH hence degrading system reliability

Observation 3: Aperiodic based beam acquisition/reporting uses a PDCCH-based trigger, therefore it will suffer from beam blockage

Proposal 1: Support of periodic activity such as periodic beam acquisition/reporting is necessary in order not to degrade system reliability

Observation 4: Adapting DRX with UE assistance can achieve power saving of 42% and 70% for FTP/Video and IM traffic models, respectively. However, due to the significantly reduced PDCCH monitoring time, there also induce significant latency increment of 30% and 323% for FTP/Video and IM, respectively. 

Observation 5: Switching on/off DRX on duration via power saving signal provides power saving gain of 5%, 20% and 8% for FTP/Video, IM and VoIP, respectively. The gain is larger if DRX period is less matched to mean data arrival period. 

Observation 6: Adapting only PDCCH monitoring period before data arrival (Scheme 2) can provide comparable power saving gain with Scheme 1 for FTP/Video and VoIP. The gain is inferior for IM traffic model where dummy DRX on duration is more due to much shorter DRX period than the mean arrival time.

Observation 7: Scheme 1’ that applies background activity window to optimize the sleep time and power consumption by aggregating periodic CSI and power saving signal monitoring around SS burst can improve more than 9% power saving gain for IM and VoIP traffic models.

Proposal 2: Power saving signal should be applied with background activity window that can aggregate periodic BM/CSI and power saving signal monitoring and further optimize the sleep power.

Observation 8: VoIP can apply a constant larger PDCCH monitoring period and realize 22% power saving gain with latency increment less than 10%.

Observation 9: Combing PDCCH monitoring adaptation before and during DRX on duration can realize 29% and 42% power saving for FTP/Video and IM traffic model, respectively 

Observation 10: Combo adaptation on processing requirement and PDCCH monitoring can reach the highest power saving gain.

Proposal 3: BWP and power-profile based adaptation is considered for NR Rel-16 to realize combo adaptation and exploit every possible power saving gain.

Proposal 4: BWP-based adaptation on maximum MIMO layer number is considered for NR Rel-16 to realize 15% - 20% power saving gain with virtually no impact to latency and resource utilization.

Observation 11: Rel-15 BWP switching with 20 ms BWP time out is effective to realize power saving of 29%, 33% and 38% for FTP/Video, IM and VoIP traffic models, respectively. 

Observation 12: With BWP-based SCell dormancy and bundled BWP switching, there can realize 52% and 65% power saving for the modified FTP/Video and IM traffic models in SCell since dummy PDCCH monitoring can be effectively eliminated.

Proposal 5: For the case of carrier aggregation, BWP-based SCell dormancy and bundled BWP switching are considered NR Rel-16.

Finally, the metrics of the best power saving schemes in different adaptation domains are summarized in Tables 16 – 18. 

Table 16: Power saving gain of the best power saving scheme in each domain
	domain
	FTP/Video
	IM
	VoIP
	Best scheme

	DRX
	42.09%
	70.06%
	n/a
	UE assisted DRX setting adaptation

	PDCCH Monitoring 
	32.37%
	44.35%
	24.84%
	Adaptation with BWP & power profile

	Antenna-Domain
	15.24%
	20.29%
	19.53%
	BWP-based adaptation on max #MIMO layer

	Frequency-Domain 
	29.86%
	32.96%
	38.17%
	Rel-15 DCI BWP switching and BWP time out

	Frequency-Domain (CA: Scell)
	52.24%
	65.74%
	n/a
	BWP-based SCell dormancy and bundled BWP switching with PCell




Table 17: Latency increment of the best power saving scheme in each domain
	domain
	FTP/Video
	IM
	VoIP
	Best scheme

	DRX
	30.04%
	323.14%
	n/a
	UE assisted DRX setting adaptation

	PDCCH Monitoring 
	12.94%
	8.94%
	9.46%
	Adaptation with BWP & power profile

	Antenna-Domain
	-0.21%
	0.13%
	-1.78%
	BWP-based adaptation on max #MIMO layer

	Frequency-Domain 
	-0.21%
	0.13%
	-0.07%
	Rel-15 DCI BWP switching and BWP time out

	Frequency-Domain (CA: Scell)
	-1.57%
	-3.30%
	n/a
	BWP-based SCell dormancy and bundled BWP switching with PCell




Table 18: RU increment of the best power saving scheme in each domain
	domain
	FTP/Video
	IM
	VoIP
	Best scheme

	DRX
	-0.61%
	-4.54%
	n/a
	UE assisted DRX setting adaptation

	PDCCH Monitoring 
	-0.97%
	-0.24%
	-4.08%
	Adaptation with BWP & power profile

	Antenna-Domain
	-0.48%
	-0.64%
	-4.08%
	BWP-based adaptation on max #MIMO layer

	Frequency-Domain 
	-0.48%
	-0.64%
	0%
	Rel-15 DCI BWP switching and BWP time out

	Frequency-Domain (CA: Scell)
	0.13%
	0%
	n/a
	BWP-based SCell dormancy and bundled BWP switching with PCell
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: Time Distributions for the Baseline Configuration
In this appendix, the time distribution for each atomic operations are collected. Since the SLS will involve combo operations in a slot, the time distribution should be mapped to a list of 16 single and combo operations. For clear illustration of the time portion on the following fundamental atomic operations,
· Macro/light/deep sleep
· PDCCH-only
· PDCCH + PDSCH
· SSB/CSI-RS processing
· UL
· Power saving (PS) signal monitoring
we will count half slot time for the atomic operations in a combo operation it the combo power value is a scaled averaged of two atomic operations. For example, for the combo operation with PDCCH-only and SSB processing, we will count half slot time to PDCCH-only and the other half to SSB/CSI-RS processing. On the other hand, for the case PDCCH + PDSCH and SSB processing, since the power value follows PDCCH + PDSCH, we will not separately count any slot time for SSB processing as it has no contribution to the averaged power consumption.

With the above rule, the time distribution for the baseline configuration in Section 2 can provided in Table A-1. Note the counts of energy overheads are averaged over the user number and thus may not be integer numbers.

Table A-1: Time distributions for baseline setting without power saving designs
	Time distribution

	Atomic Operation/Power State
	FTP/Video
	IM
	VoIP

	Micro Sleep (%)
	0.48
	0.23
	2.99

	Light Sleep (%)
	5.17
	2.88
	43.53

	Deep Sleep (%)
	55.65
	89.79
	24.11

	PDCCH-only (%)
	33.13
	6.26
	22.85

	PDCCH + PDSCH (%)
	4.09
	0.06
	1.25

	SSB/CSI-RS Processing (%)
	1.31
	0.7
	5.1

	UL (%)
	0.16
	0.08
	0.16

	PS Signal Monitoring (%)
	0
	0
	0

	 

	# of Additional Transition Energy

	Sleep type
	FTP/Video
	IM
	VoIP

	Light Sleep 
	38.9905
	21.3399
	322.2643

	Deep Sleep 
	59.5524
	36.7804
	103.5095













: Time Distributions for DRX Adaptation Design
Table B-1: Time distributions for the adapted DRX parameters
	Time distribution

	Atomic Operation/Power State
	FTP/Video
	IM

	Micro Sleep (%)
	0.52
	0.06

	Light Sleep (%)
	5.45
	0.72

	Deep Sleep (%)
	78.10
	97.75

	PDCCH-only (%)
	10.32
	1.22

	PDCCH + PDSCH (%)
	4.04
	0.05

	SSB/CSI-RS Processing (%)
	1.41
	0.18

	UL (%)
	0.16
	0.02

	PS Signal Monitoring (%)
	0
	0

	 

	# of Additional Transition Energy

	Sleep type
	FTP/Video
	IM

	Light Sleep 
	41.1571
	5.3220

	Deep Sleep 
	73.7857
	9.5589








[bookmark: _Ref525740412]: Time Distributions for PDCCH Monitoring Adaptation Designs

Table C-1: Time distributions for Scheme 1 in Section 2 of [7]
	Time distribution

	Atomic Operation/Power State
	FTP/Video
Case 1-b
	IM
Case 1-b
	VoIP
Case 1-b

	Micro Sleep (%)
	1.30
	0.90
	3.75

	Light Sleep (%)
	5.09
	2.91
	41.74

	Deep Sleep (%)
	57.48
	91.37
	29.04

	PDCCH-only (%)
	30.18
	3.70
	17.60

	PDCCH + PDSCH (%)
	4.04
	0.06
	1.23

	SSB/CSI-RS Processing (%)
	1.40
	0.77
	5.16

	UL (%)
	0.24
	0.15
	0.23

	PS Signal Monitoring (%)
	0.27
	0.16
	1.25

	 

	# of Additional Transition Energy

	Sleep type
	FTP/Video
Case 1-b
	IM
Case 1-b
	VoIP
Case 1-b

	Light Sleep 
	38.5333
	21.4179
	304.5607

	Deep Sleep 
	59.7714
	36.7119
	118.1893





Table C-2: Time distributions for Scheme 2 in Section 2 of [7]
	Time distribution

	Atomic Operation/Power State
	FTP/Video
Case 3
	IM
Case 3
	VoIP
Case 3

	Micro Sleep (%)
	4.27
	1.81
	6.86

	Light Sleep (%)
	5.18
	2.88
	43.20

	Deep Sleep (%)
	56.47
	90.20
	24.95

	PDCCH-only (%)
	28.41
	4.19
	18.33

	PDCCH + PDSCH (%)
	4.04
	0.06
	1.25

	SSB/CSI-RS Processing (%)
	1.32
	0.70
	5.10

	UL (%)
	0.31
	0.16
	0.32

	PS Signal Monitoring (%)
	0
	0
	0

	 

	# of Additional Transition Energy

	Sleep type
	FTP/Video
Case 3
	IM
Case 3
	VoIP
Case 3

	Light Sleep 
	39.0619
	21.3417
	319.3036

	Deep Sleep 
	59.7095
	36.7821
	106.4786









Table C-3: Time distributions for Scheme 1' in Section 2 of [7]
	Time distribution

	Atomic Operation/Power State
	FTP/Video
Case 1’
	IM
Case 1’
	VoIP
Case 1’

	Micro Sleep (%)
	1.86
	0.97
	10.54

	Light Sleep (%)
	2.32
	0.41
	22.73

	Deep Sleep (%)
	61.07
	94.09
	44.39

	PDCCH-only (%)
	28.96
	3.53
	14.72

	PDCCH + PDSCH (%)
	4.04
	0.06
	1.08

	SSB/CSI-RS Processing (%)
	1.18
	0.62
	4.97

	UL (%)
	0.29
	0.16
	0.31

	PS Signal Monitoring (%)
	0.27
	0.16
	1.25

	 

	# of Additional Transition Energy

	Sleep type
	FTP/Video
Case 1’
	IM
Case 1’
	VoIP
Case 1’

	Light Sleep 
	17.50
	3.1208
	176.5310

	Deep Sleep 
	51.26
	31.6298
	137.8655









Table C-4: Time distributions for PDCCH monitoring optimization for VoIP
	Time distribution

	Atomic Operation/Power State
	VoIP

	
	Case 1’
	Case 3
	Baseline
PDCCH monitoring period = 2ms

	Micro Sleep (%)
	10.54
	6.86
	17.18

	Light Sleep (%)
	22.73
	43.20
	44.25

	Deep Sleep (%)
	44.39
	24.95
	27.01

	PDCCH-only (%)
	14.72
	18.33
	4.91

	PDCCH + PDSCH (%)
	1.08
	1.25
	1.19

	SSB/CSI-RS Processing (%)
	4.97
	5.10
	5.15

	UL (%)
	0.31
	0.32
	0.32

	PS Signal Monitoring (%)
	1.25
	0
	0

	

	# of Additional Transition Energy

	Sleep type
	VoIP

	
	Case 1’
	Case 3
	Baseline
PDCCH monitoring period = 2ms

	Light Sleep
	176.5310
	319.3036
	326.3881

	Deep Sleep
	137.8655
	106.4786
	114.7798







Table C-5: Time distributions for Scheme 1'' in Section 3 of [7]
	Time distribution

	Atomic Operation/Power State
	FTP/Video
Case 1’-a
	IM
Case 1’-a
	VoIP
Baseline
PDCCH monitoring period = 2ms

	Micro Sleep (%)
	19.96
	3.22
	17.18

	Light Sleep (%)
	2.31
	0.41
	44.25

	Deep Sleep (%)
	61.34
	94.15
	27.00

	PDCCH-only (%)
	10.53
	1.22
	4.91

	PDCCH + PDSCH (%)
	4.03
	0.06
	1.19

	SSB/CSI-RS Processing (%)
	1.22
	0.62
	5.15

	UL (%)
	0.31
	0.16
	0.32

	PS Signal Monitoring (%)
	0.30
	0.16
	0

	 

	# of Additional Transition Energy

	Sleep type
	FTP/Video
Case 1’-a
	IM
Case 1’-a
	VoIP
Baseline
PDCCH monitoring period = 2ms

	Light Sleep 
	17.4714
	3.1238
	326.3881

	Deep Sleep 
	51.6381
	31.6304
	114.7798







Table C-6: Time distributions for combo adaptation on processing time requirement and PDCCH monitoring
	Time distribution

	Atomic Operation/Power State
	FTP/Video
Case 1’-a
Cross-slot
	IM
Case 1’-a
Cross-slot
	VoIP
Baseline
PDCCH monitoring period = 2ms Cross-slot

	Micro Sleep (%)
	19.94
	3.22
	17.18

	Light Sleep (%)
	2.31
	0.41
	44.25

	Deep Sleep (%)
	61.35
	94.15
	27.00

	PDCCH-only (%)
	4.37
	0.45
	0

	PDCCH-only 
with cross-slot scheduling (%)
	6.14
	0.77
	4.91

	PDCCH + PDSCH (%)
	4.06
	0.06
	1.19

	SSB/CSI-RS Processing (%)
	1.22
	0.62
	5.15

	UL (%)
	0.30
	0.16
	0.32

	PS Signal Monitoring (%)
	0.30
	0.16
	0

	 

	# of Additional Transition Energy

	Sleep type
	FTP/Video
Case 1’-a
Cross-slot
	IM
Case 1’-a
Cross-slot
	VoIP
Baseline
PDCCH monitoring period = 2ms Cross-slot

	Light Sleep 
	17.4429
	3.1238
	326.4048

	Deep Sleep 
	51.6524
	31.6304
	114.7738




: Time Distributions for Antenna-Domain Adaptation Designs 
Table D-1: Time distributions for BWP-based adaptation on maximum MIMO layer number
	Time distribution

	Atomic Operation/Power State
	FTP/Video
Antenna adapted
	IM
Antenna adapted
	VoIP
Antenna adapted

	
	2 x 2
	4 x 4
	2 x 2
	4 x 4
	2 x 2

	Micro Sleep (%)
	0.48
	0
	0.23
	0
	2.94

	Light Sleep (%)
	5.16
	0
	2.88
	0
	43.55

	Deep Sleep (%)
	55.53
	0
	89.78
	0
	24.15

	PDCCH-only (%)
	25.07
	7.91
	5.29
	0.90
	22.90

	PDCCH + PDSCH (%)
	0.12
	4.10
	0.01
	0.04
	1.20

	SSB/CSI-RS Processing (%)
	1.30
	0.02
	0.70
	0
	5.10

	UL (%)
	0.31
	0.01
	0.16
	0
	0.16

	PS Signal Monitoring (%)
	0
	0
	0
	0
	0

	

	# of Additional Transition Energy

	Sleep type
	FTP/Video
Antenna adapted
	IM
Antenna adapted
	VoIP
Antenna adapted

	Light Sleep
	38.9619
	21.3405
	322.3464

	Deep Sleep
	59.5095
	36.7798
	103.6798




: Time Distributions for Frequency-Domain Designs
Table E-1: Time distributions for Rel-15 BWP switching
	Time distribution

	Atomic Operation/Power State
	FTP/Video
With BWP
	IM
With BWP
	VoIP
With BWP

	
	BWP0
	BWP1
	BWP0
	BWP1
	BWP0

	Micro Sleep (%)
	0.48
	0
	0.23
	0
	2.99

	Light Sleep (%)
	5.16
	0
	2.88
	0
	43.52

	Deep Sleep (%)
	55.53
	0
	89.78
	0
	24.11

	PDCCH-only (%)
	25.02
	7.91
	5.28
	0.90
	22.70

	PDCCH + PDSCH (%)
	0.17
	4.10
	0.02
	0.04
	1.25

	SSB/CSI-RS Processing (%)
	1.30
	0.02
	0.70
	0
	5.10

	UL (%)
	0.31
	0.01
	0.16
	0
	0.32

	PS Signal Monitoring (%)
	0
	0
	0
	0
	0

	

	# of Additional Transition Energy

	Sleep type
	FTP/Video
With BWP
	IM
With BWP
	VoIP
With BWP

	Light Sleep
	38.9619
	21.3405
	322.2381

	Deep Sleep
	59.5095
	36.7798
	103.5179








Table E-2: Time distributions for SCell reception with independent BWP switching from PCell
	Time distribution

	Atomic Operation/Power State
	FTP/Video
With BWP
	IM
With BWP

	
	BWP0,2
	BWP1
	BWP0,2
	BWP1

	Micro Sleep (%)
	0.43
	0
	0.23
	0

	Light Sleep (%)
	4.42
	0
	2.90
	0

	Deep Sleep (%)
	42.41
	0
	71.56
	0

	PDCCH-only (%)
	45.13
	4.45
	23.79
	0.63

	PDCCH + PDSCH (%)
	0.20
	1.42
	0.02
	0.01

	SSB/CSI-RS Processing (%)
	1.22
	0.01
	0.70
	0

	UL (%)
	0.31
	0
	0.16
	0

	PS Signal Monitoring (%)
	0
	0
	0
	0

	

	# of Additional Transition Energy

	Sleep type
	FTP/Video
With BWP
	IM
With BWP

	Light Sleep
	33.3333
	21.4226

	Deep Sleep
	50.1619
	36.8107









Table E-3: Time distributions for SCell BWP-based dormancy and bundled BWP switching with PCell
	Time distribution

	Atomic Operation/Power State
	FTP/Video
With BWP
	IM
With BWP

	
	BWP0
	BWP1
	BWP0
	BWP1

	Micro Sleep (%)
	2.36
	0
	1.05
	0

	Light Sleep (%)
	6.18
	0
	2.92
	0

	Deep Sleep (%)
	85.59
	0
	94.75
	0

	PDCCH-only (%)
	0
	2.55
	0
	0.34

	PDCCH + PDSCH (%)
	0
	1.46
	0
	0.01

	SSB/CSI-RS Processing (%)
	1.54
	0.01
	0.78
	0

	UL (%)
	0.31
	0
	0.16
	0

	PS Signal Monitoring (%)
	0
	0
	0
	0

	

	# of Additional Transition Energy

	Sleep type
	FTP/Video
With BWP 
	IM
With BWP

	Light Sleep
	46.5905
	21.5857

	Deep Sleep
	86.6571
	38.0036





