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Introduction
In RAN1 #90 meeting, the following was agreed regarding the TBS [1].
Agreements:
· Single maximum TB size is defined for the reference case, and is not exceeded.
· Reference case is a slot with 14 symbols.

One importance implication of this agreement is in the case of slot-aggregation, the supported TBS for these cases should not be larger than the TBS supported in 14-symbol cases. However, some further detail is needed to progress on the slot aggregation definition, which is provided here.
Slot aggregation for improving link budget
One important benefit of slot aggregation is that the link budget can be improved since more energy can be received across multiple slots for a given transport block. For this to be useful, the transport block sizes in these cases should not exceed those of the 14-symbol slot case. 
The alternative, where the data rate with slot aggregation is the same as the peak rate, can have complications since TB sizes now scale up with the number of slots which can be aggregated. These larger TB sizes across the same number of HARQ processes provide no appreciable benefit, other than allowing for less ACK bits, although this use case is unclear since peak rate implies that the feedback link also supports a high data or control rate. One drawback of this, is that since a single acknowledgement is only available for an even larger TB, more data is subject to loss from burst interference. Additionally, for a given number of reference HARQ processes, this form of slot aggregation leads to a larger soft buffer requirement [2].
Proposal 1: For slot-based scheduling with slot aggregation for a given UE downlink (and resp. uplink), the maximum TB size should not exceed that of the single slot case for the same UE downlink (and resp. uplink). 
Implementation aspects
In the case of slot-based scheduling with IR HARQ, there is always one TB sent per slot. When there are retransmissions, then multiples slots have the same TB with redundancy versions, and the decoder recovers the TB by combining the RVs across the slots. By supporting IR HARQ, this allows the TB to be sent across multiple slots at a lower effective code rate.
From an implementation standpoint, it is quite beneficial to re-use this framework to improve link budget with slot aggregation. In such a case, a set of slots would be aggregated by having RVs cycled through the slots for the same TB, without need for NAK to trigger the different RV transmissions. Moreover, the limited buffer rate matching (LBRM) framework can be readily used without concern for complicated the implementation beyond single slot-based scheduling. Further details on LBRM can be found in [2]. 
Performance aspects
To validate the performance, we can compare the results of combining RVs generated from the circular buffer versus the case where a single RV is used to code across the aggregated slots. This is shown in the figure below. Here we see that for point provided, there is good overlap in performance. Note that all RVs (and combined sets of RVs) are subject to repetition when achieving nominal code rates below 1/3, since the LDPC basegraph used in this simulation was basegraph 1 with a minimum effective code rate of 1/3. For basegraph 2, the joint in the performance curves around R=1/3 can be reduced further since code rates of 1/5 are supported.
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Proposal 2: For slot-based scheduling, slot aggregation should be achieved with repetition of the TB per slot. Different redundancy versions can be employed to provide better coding gain across the aggregated slots.
[bookmark: _Ref378529477]Conclusions
Proposal 1: For slot-based scheduling with slot aggregation for a given UE downlink (and resp. uplink), the maximum TB size should not exceed that of the single slot case for the same UE downlink (and resp. uplink). 
Proposal 2: For slot-based scheduling, slot aggregation should be achieved with repetition of the TB per slot. Different redundancy versions can be employed to provide better coding gain across the aggregated slots.
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