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Introduction
In the previous RAN1 meetings, the following agreement have been made on beam failure:
Agreement #1 (RAN1#88):
· Beam failure event occurs when the quality of beam pair link(s) of an associated control channel falls low enough (e.g. comparison with a threshold, time-out of an associated timer). Mechanism to recover from beam failure is triggered when beam failure occurs
· ….

Agreement #2 (RAN1#90):
· Beam failure is declared only when all serving control channels fail.
· When a subset of serving control channels fail, this event should also be handled	
· Details FFS

Agreement #3 (RLM, RAN1#90):
· Periodic OOS is indicated 
· If the estimated link quality corresponding to hypothetical PDCCH BLER based on all configured X RLM-RS resource(s) is below Q_out threshold
· FFS: The evaluation of OOS takes beam failure recovery procedure into account
· FFS: Aperiodic OOS

Agreement #4 (RLM, RAN1#90):
· Hypothetical PDCCH BLER is used as the metric for determining IS/OOS conditions for both SS/PBCH block based and CSI-RS based RLM
· UE assumes same antenna port between hypothetical PDCCH and RS used for RLM
· FFS: UE assumes QCL relationship between PDCCH transmitted in a CORESET and RS configured for the CORESET with respect to spatial, average gain, delay and Doppler parameters

Agreement #5 (RLM, RAN1#89ah):
· …	
· Both CSI-RS based RLM and SS block based RLM are supported
· FFS: whether or not only a single type of RS is configured to UE for RLM at a time



Agreement #6 (RAN1#90):
· In addition to periodic CSI-RS, SS-block within the serving cell can be used for new candidate beam identification
· The following options can be configured for new candidate beam identification  
· CSI-RS only
· Note: in this case, SSB will not be configured for new candidate beam identification
· SS block only
· Note: in this case, CSI-RS will not be configured for new candidate beam identification
· FFS: CSI-RS + SS block

Agreements #7: (RAN1#88b)
· Association between one or multiple occasions for SS block and a subset of RACH resources and/or subset of preamble indices is informed to UE by broadcast system information or known to UE or FFS dedicated signaling

Agreement #8 (RAN1#89ah):
· At least for handover case, a source cell can indicate in the handover command, 
· Association between RACH resources and CSI-RS configuration(s)
· Association between RACH resources and SS blocks
· A set of dedicated RACH resources (FFS: time/frequency/sequence)
· Note that above CSI-RS configuration is UE-specifically configured

Working assumption #1 (RAN1#90):
· For beam failure recovery request transmission on PRACH, support using the resource that is CDM with other PRACH resources.
· Note that CDM means the same sequence design with PRACH preambles. 
· Note that the preambles for PRACH for beam failure recover request transmission are chosen from those for content-free PRACH operation in Rel-15
· Note: this feature is not intended to have any impact on design related to other PRACH resources
· Further consider whether TDM with other PRACH is needed
Agreement #9 (RAN1#89ah):
· RAN1 agrees that the certain number of beam failure recovery request  transmissions is NW configurable by using some parameters
· Parameters used by the NW could be:
· Number of transmissions
· Solely based on timer
· Combination of above
· FFS: whether beam failure recovery procedure is influenced by the RLF event


In this contribution, we describe what we see as a basic solution and what are considered as improvements. We further propose to first standardize support for the basic solution, before introducing support for more advanced beam recovery schemes.
[bookmark: _Ref178064866]Discussion
In RAN1#88b, it was agreed to consider the following four aspects on beam recovery
· Beam failure detection
· New candidate beam identification
· Beam failure recovery request transmission
· UE monitors gNB response for beam failure recovery request

These four steps lay the foundation for a design of a basic beam recovery solution. If the details of each step were clarified, a solution would be ready. Based on such a basic solution, further enhancements could be performed during the latter part of the WI. However, to progress the work, it is critical to agree on the central part of the functionality before agreeing on improvements.
Beam failure detection and the relation to radio link monitoring
Beam failure occurs when the NW is no longer able to reach the UE with a control channel due to incorrect adjustment of the beams, as stated already in agreement #1. This was then clarified in agreement #2, to handle the case where the UE can be configured with several control channels, which the NW may use to reach the UE.
The similarities with radio link monitoring are striking, as highlighted in agreement #3, where it is stated that an out-of-sync indication is triggered when all RLM RS resources fall below a threshold. Here, every RLM RS maps to a configured control channel. Hence, we observe
[bookmark: _Toc492925189]Beam failure detection and radio link monitoring both aim to discover the situation that the NW cannot reach the UE with a control channel (PDCCH) transmission. Both beam failure detection and out-of-sync indication for RLM require that all control channels fail. 
For RLM, it was further agreed (agreement #4) to use BLER of a hypothetical PDCCH as the metric. Since beam failure and RLM aim to discover the same situation, we propose to use the same quality criterion for beam failure detection:
[bookmark: _Toc492925193]The quality of the beam failure detection RSs is mapped to out-of-sync and in-sync indications, like the radio link monitoring procedure in NR.
In the offline summary [3], some companies indicate that they preferred to use RSRP as the metric to declare beam failure. In general, RSRP does not directly map to control channel quality, so the accuracy of such a scheme is uncertain, and would require careful adjustment of network parameters. 
The main motivation for using RSRP seems to be that it may easier to estimate: the RSRP is stable, whereas the interference varies quickly. The argument is then further that the UE could react quicker once the RSRP drops.
We believe that this assumption is unjustified. The UE should only react on a RSRP drop if it is certain that it is not caused by a fading dip. This will require filtering of measurements, so it is likely that the time it takes for the UE to be certain that a beam failure has occurred will be rather long in any case, in the order of 100-200ms:
[bookmark: _Toc492925190]During beam failure detection, the UE must filter out fast fading, which will limit the speed the UE may react to a change in channel conditions.
Another issue that is raised regarding the use of BLER of a hypothetical BLER as a metric is complexity: RSRP would be easier to estimate than SINR. Here we note that the UE is required to estimate the BLER of a hypothetical BLER for the purpose of RLM, and it makes much sense to reuse these estimates also for beam failure detection, at least when CSI-RS is used for RLM. Hence, we propose
[bookmark: _Toc492925194]When CSI-RS is used for radio link monitoring, beam failure detection is performed on that same CSI-RS, and the same indications are used for beam failure detection.
Since different actions are taken as a result of beam failure detection and radio link monitoring, the procedures need to be controlled using different parameters. E.g., beam failure can be detected when a certain number of out-of-sync indications has been generated, whereas the corresponding action in the RLM procedure (start of the T310 timer) can occur when another (larger) number of out-of-sync indications have been generated.
[bookmark: _Toc492925191]Since beam failure detection and radio link monitoring are controlled using different parameters, the network can control the procedures separately.
The design of the beam failure detection criterion will be decided by RAN2. We provide a more elaborate comparison between beam failure detection and radio link monitoring in [1]. 
Due to the agreement #5 from the mobility area, there is now a difference in how the hypothetical PDCCH quality is estimated: the UE may under some circumstances use the SS block to estimate the quality of the hypothetical PDCCH for the purpose of RLM, but only use the CSI-RS for beam failure detection. However, any issues arising from this difference can be avoided by suitable configuration.
The UE would be configured with a specific CSI-RS resource for beam failure detection. The configuration would be periodic, with a configurable periodicity and offset. The frequency allocation of the CSI-RS would be selected to match the frequency allocation the network would use to transmit a PDCCH to that UE. The same, or similar, beamforming pattern would be used to transmit the CSI-RS as the network would use to reach the UE. The UE would estimate the quality based on the CSI-RS, and since the CSI-RS and the PDCCH use the same (or similar) frequency allocation and beam forming pattern, the PDCCH quality can be estimated. 
Note that in any case, the UE monitors only one CSI-RS resource. The network may transmit the corresponding reference signal as part of a beam sweep, but that is transparent to the UE: the UE is configured to monitor one of the resources in the sweep. Also note that the network decides in which beam to transmit the CSI-RS. 
New candidate beam identification
Once the UE has declared beam failure, it should try to reconnect to the network, by applying a scheme which has many similarities with initial access. To do this, the UE will need to identify a new candidate beam, by performing measurements on a candidate beam identification RS. Note that the UE may identify candidate beams already before declaring beam failure. 
The important agreement #6 clarifies that the UE may use either the SS block or a CSI-RS to identify new beams, whereas the combination of SS block and CSI-RS is FFS. To provide further clarification regarding the use of the candidate beam identification RSs, we propose the following:
[bookmark: _Toc492925195]In Release-15, the UE can be configured to use either the SS block or CSI-RS for candidate beam identification, whereas the combined use of SS block and CSI-RS is not supported in Release-15. 
Hence, we propose that the combined use of SS block and CSI-RS is not supported in Release-15, and also that the NW configures the UE to use either the SS block or a CSI-RS.
When the UE uses the SS to identify new candidate beams, it may use an association between an SS block and a set of RACH resources, as described in agreement #7. This association enables the UE to transmit the PRACH at a time instant when the gNB is pointing its Rx beam in the right direction.
There is a corresponding agreement regarding CSI-RS when used during handover (agreement #8). The agreement states that the UE is provided with an association between CSI-RS configurations. However, agreement #8 does not consider the case when the CSI-RS is used for candidate beam identification. To enable the agreed use of CSI-RS for candidate beam identification, an corresponding association should be available also for candidate beam identification:
[bookmark: _Toc492925196]When the UE is configured to perform candidate beam identification using CSI-RS, it is configured with an association between RACH resources and CSI-RS configuration(s).
In some cases, the UE may not find any candidate beam after beam failure detection. RAN1 has been discussing the UE procedure in this situation, without reaching any conclusion. This situation may actually be quite common: if a UE moves behind an object, there is probably not any other beam, which provides coverage. However, in many cases this is a result of the UE being in a fading dip, in which case the UE will restore the connection without any actions. This situation is quite similar to the situation in LTE when the T310 timer is running: the UE is waiting for the radio conditions to improve, and in many cases they do. Here, it is crucial that the UE does not declare RLF immediately, but wait for the radio conditions to recover by themselves. We believe that the normal RLM procedure is sufficient for this situation, i.e., the UE shall simply continue to perform RLM to possibly indicate OOS and/or IS indications to higher layers. If RAN1 would anyway decide for such a mechanism, any interaction with RLF in this situation must be protected by a timer.
[bookmark: _Toc492925197]If the UE fails to find a new candidate beam after beam failure detection, the UE shall continue to perform RLM (i.e. to generate IS or OOS indication) and the UE is allowed to keep searching for a new candidate as long as RLF is not declared. 
Beam failure recovery request transmission
Once the UE has identified a new candidate beam, it sends a beam failure recovery request in the resource configured by the network. In RAN1#89, it was agreed that NR will support the following channels to transmit the beam recovery request:
1. Non-contention based channel based on PRACH, which uses a resource orthogonal to resources of other PRACH transmissions, at least for the FDM case
2. PUCCH

In RAN1#90, the working assumption #1 states that in addition to FDM, NR should support that the beam failure request should be transmitted in resources that are CDM with other PRACH resources. In essence, this means that the NW reserves some PRACH preambles for beam recovery request transmissions. This is an important piece of functionality to reduce the capacity needed for beam recovery request transmissions. Hence, we propose
[bookmark: _Toc492925198]Confirm the working assumption on using resources that are CDM with other PRACH resources for the transmissions of beam failure recovery requests. 
Hence, when configured for beam recovery request transmission using PRACH, a UE in CONNECTED mode is provided with a dedicated PRACH preamble that it will transmit when beam failure has been triggered, and a new candidate beam has been identified. Essentially, this agreement states that the UE is provided with a PRACH preamble, a transmission timing, and a frequency resource. The transmission timing is given in relation to the beam identification RS.

Regarding PUCCH, there is considerable uncertainty how this should be supported. It is not clear under what circumstances it should be used, nor is it clear if the PUCCH should be transmitted during slots when the base station is anyway performing Rx beam sweeping. Furthermore, it is not clear which PUCCH format should be used, and what information should be conveyed in the PUCCH. In addition, the cases where PUCCH would provide better performance than a PRACH-based solution is unclear. In [4], it was also shown that the cyclic prefix of the PUCCH may in some cases be insufficient. For all these reasons, and as the Release-15 deadline is approaching, we propose
[bookmark: _Toc492925199]Delay the introduction of PUCCH-based beam failure request transmission to Release-16. 
Agreement#9 from RAN1#89ah-NR is related to the transmissions of the beam failure request. Clearly, the intention is that number of transmissions should be controlled by the network, and the agreement opens up for a few possibilities to perform this control. Unfortunately, the agreement is somewhat unclear on what is meant with “the certain number”: is it the minimum number, the maximum number or the exact number of transmissions? Our interpretation is that it is the exact number of transmissions that should be controllable by the network, similar to how the control of the PRACH transmissions during initial access. Thus, it the network informs the UE that it should perform N transmissions, the UE shall perform N transmissions. On the other hand, the UE has some freedom when to perform the transmissions. Agreement #9 also opens up for the possibility to control the number of transmissions via a timer. If the control is performed via a timer (e.g., “the UE shall perform transmissions of the beam failure recovery request during T ms”), the network control becomes looser: there is no way to ensure that the UE performs N transmissions of the beam failure recovery request unless the UE transmits beam failure recovery request at every possible time instant. We believe that this places unnecessarily strict requirements on the UE. Also, it introduces a dependency between configuration parameters: the timer value will depend on how often the transmission opportunities occur. Therefore, we propose:
[bookmark: _Ref489879763][bookmark: _Toc492925200]The network configures the UE with the exact number of transmissions of the beam failure recovery request. 
It is also reasonable that the UE performs power ramping during beam recovery, similar to the power ramping during initial access. The procedure may be controlled by other parameters, though. 
Over the last RAN1 meeting, there has been a discussion about unsuccessful beam recovery, without any definition or discussion what it is. The notion of unsuccessful beam recovery has also impacted the discussion of RLF in the initial access agenda item. For the purpose of clarity, we propose the following definition:
[bookmark: _Toc492925201]When the UE has performed N transmissions of the beam failure recovery request signal without being able to detect any response from the network, the UE shall consider the beam recovery unsuccessful.
Note that when the UE fails to find any candidate beam, no beam recovery is attempted, and hence the UE does not consider beam recovery unsuccessful.
Beam failure recovery request response
RAN1 has agreed that the UE monitors NR PDCCH with the assumption that the corresponding PDCCH DM-RS is spatial QCL’ed with RS of the UE-identified candidate beam(s), i.e., with the beam identification RS. To minimize the UE complexity, it is reasonable that the UE monitors a single search space, and to provide maximum coverage, it is reasonable to use a large aggregation level. 
[bookmark: _Ref484785112][bookmark: _Toc492925202]The UE monitors a single search space with a large aggregation level for a response to the beam recovery request signal.
RAN1 has also agreed that the monitoring takes place during a time window, and that the UE may retransmit the beam recovery request under some circumstances. The exact conditions for retransmission should be handled by RAN2, but it is reasonable to use the PRACH retransmission scheme as a baseline. 
The beam recovery request response may convey additional control signaling in PDSCH to reestablish the connection with the UE. The necessity of that signaling is FFS.
Relation to RLM and RLF
As previously mentioned, there are some similarities between RLM and beam monitoring, and between RLF and beam recovery. The impact could go both ways: how does RLF affect beam recovery and how does beam recovery affect RLF?
One issue that has not been discussed is if the in-sync/out-of-sync indications for RLM are in anyway impacted by any part of the beam recovery procedure. Here, we propose to clarify the procedure:
[bookmark: _Toc492925203]The UE continues to evaluate the radio link for in-sync and out-of-sync indications until RLF is declared, irrespective of any events related to beam failure or beam recovery.
Impact of RLF on beam recovery
In LTE, RLF is triggered when:
· T310 expires
· Random access problems
· Too many RLC retransmissions have occurred
RLF is a safety net, to ensure that the UE is not trapped in a non-reachable state. Once any of these conditions is triggered, the UE will try to perform RRC reestablishment, and if that fails, the UE will go to idle. 
All these three conditions indicate severe problems, which have already lasted for quite some time. Therefore, it is important to let the UE trigger RLF and perform RRC reestablishment: there is little reason to believe beam recovery can solve all issues that cause RLF. Hence, if the UE triggers RLF, all beam recovery actions should be stopped. 
Impact of beam recovery on RLF
Beam recovery may to some extent impact RLF and RLM. This is discussed in [2].
   

Conclusions
In this contribution, we made the following observations: 
Observation 1	Beam failure detection and radio link monitoring both aim to discover the situation that the NW cannot reach the UE with a control channel (PDCCH) transmission. Both beam failure detection and out-of-sync indication for RLM require that all control channels fail.
Observation 2	During beam failure detection, the UE must filter out fast fading, which will limit the speed the UE may react to a change in channel conditions.
Observation 3	Since beam failure detection and radio link monitoring are controlled using different parameters, the network can control the procedures separately.

Based on the discussion in this contribution we propose the following:
Proposal 1	The quality of the beam failure detection RSs is mapped to out-of-sync and in-sync indications, like the radio link monitoring procedure in NR.
Proposal 2	When CSI-RS is used for radio link monitoring, beam failure detection is performed on that same CSI-RS, and the same indications are used for beam failure detection.
Proposal 3	In Release-15, the UE can be configured to use either the SS block or CSI-RS for candidate beam identification, whereas the combined use of SS block and CSI-RS is not supported in Release-15.
Proposal 4	When the UE is configured to perform candidate beam identification using CSI-RS, it is configured with an association between RACH resources and CSI-RS configuration(s).
Proposal 5	If the UE fails to find a new candidate beam after beam failure detection, the UE shall continue to perform RLM (i.e. to generate IS or OOS indication) and the UE is allowed to keep searching for a new candidate as long as RLF is not declared.
Proposal 6	Confirm the working assumption on using resources that are CDM with other PRACH resources for the transmissions of beam failure recovery requests.
Proposal 7	Delay the introduction of PUCCH-based beam failure request transmission to Release-16.
Proposal 8	The network configures the UE with the exact number of transmissions of the beam failure recovery request.
Proposal 9	When the UE has performed N transmissions of the beam failure recovery request signal without being able to detect any response from the network, the UE shall consider the beam recovery unsuccessful.
Proposal 10	The UE monitors a single search space with a large aggregation level for a response to the beam recovery request signal.
Proposal 11	The UE continues to evaluate the radio link for in-sync and out-of-sync indications until RLF is declared, irrespective of any events related to beam failure or beam recovery.
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