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1. Introduction
In RAN1 #90, the following agreement was made with respect to the rate-matching. 
Agreements: 
· Confirm the Working Assumption that the punctured systematic bits are not entered into the circular buffer
· Filler bits are entered into the circular buffer.
· The starting position of each RV is an integer multiple of Z.
· The starting positions of RVs for limited buffer should be approximately scaled from the full buffer positions, while remaining integer multiples of Z.
Next steps: 
· Investigate until NR AH#3 whether non-uniform fixed starting positions for the RVs within the circular buffer can be found giving improved performance
· FFS until NR AH#3 whether a single reordering function (e.g. as shown in Fig 5 in R1-1713462) should be supported for RVs greater than zero before the bit collection step, considering both performance and complexity. 
· FFS: RV order for special cases where RV index is not explicitly signaled.

 In this contribution, we discuss finalizing aspects related to LDPC rate-matching, gNB transmit-buffer rate-matching, and HARQ-redundancy version.
2. IR-HARQ redundancy versions and LBRM
Redundancy Version (RV) enables the receiver to know where the received packet started in circular buffer. There are many ways to determine the starting point for the redundancy versions. RV can be defined to indicate the address of circular buffer. The first RV address is agreed to be always 0, considering the punctured systematic bits are not placed in the circular buffer. Figure 1 shows different options to define the other 3 RVs on the circular buffer for BG1 that has 66 columns excluding the 2 punctured systematic columns. These are from LTE-like equally spaced RVs, unequal spaced RVs [1][4] and self-decodable RVs [2]. Simulations are based on 50 iterations of LBP to allow full convergence in the decoder.
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Fig1. Different options to define the LDPC redundancy version for NR.
As shown, equally spaced redundancy versions will have starting locations of 0, 17*Z, 34*Z and 50*Z for BG1. Figure 2, shows the throughput comparison between the three schemes when maximum number of transmission is 2, using BG1: 
a) Equal RV spacing (in blue), 
b) Unequal spacing (as in [1]) (in red), 
c) Equal spacing RVs defined on permuted buffer (as in [2]) (in green). We note that in these evaluations, the first transmission is defined on original buffer (i.e. RV0).

It should be noted that in all three cases, 1st transmission uses same RV, so any difference is visible only in 2nd transmission. There is a negligible throughput difference between (a) and (b), and a very small gain only for rates 5/6 and 8/9 with (b) compared to (a). Figure 2a in the annex, presents similar throughput comparison between (a) and (b) for 256QAM. The difference between the two RV spacing schemes is small and uneven spacing only performs slightly better for rate 8/9.
Based on these evaluations, the uneven RV placing may not provide significant gains over evenly-spaced RVs, and therefore latter may be more preferable. 
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Fig 2. Throughput vs SNR (dB) for different RV definitions, up to 2 transmissions, for QPSK, BG1.
Figure 2 also shows that having a retransmission on the permuted circular buffer could be worse than having both transmissions based on the original circular buffer. Thus, the benefits of defining RVs on the permuted circular buffer may be more suited for cases where self-decodability of single transmission of each RV (for RV>0) is desirable. 
Figure 3 and 4 present the results for 1 transmission with different RVs, defined over the original and the permuted buffer, respectively. As can be observed, RV 1, 2, 3 defined on the original buffer, are not self-decodable for all the rates, while all the RVs (defined on permuted buffer) are self-decodable for the simulated rates. 	Consequently, if self-decodability of each RV is essential in NR, then RVs greater than 0 can be defined on the permuted circular buffer – note that with DTX detection a gNB may be able to detect a missed 1st Tx (scheduled using RV0) and reschedule RV0 on a 2nd Tx to a given UE. In our view, it may not be necessary to define each RV to be self-decodable, but if necessary, one additional redundancy version (RV1) may be used to define a self-decodable RV on permuted circular buffer. Otherwise, as far as the combined RVs performance is considered, there could potentially be loss by defining (all RVs >0) on the permuted CB. 
Proposal 1: The redundancy versions are equally spaced within the circular buffer.
Proposal 2: If self-decodability of RV other than 0 is considered essential for NR, at least one RV greater than 0 can be defined on a permuted circular buffer. 
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Fig 3. Throughput vs SNR (dB) with 1 transmission with different RVs for (a), for QPSK, BG1.
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Fig 4. Throughput vs SNR (dB) with 1 transmission with different RVs for (c), for QPSK, BG1. 

Related aspects of RV indication 
In certain cases (e.g. UL grant free transmission), the RV sequence for packet transmissions and retransmissions may need to be predefined or configured by the higher layers. In particular, in RAN1 #90, it was agreed that the RV determination for K repetitions including the initial transmission is FFS and possible options include being fixed to a single value or an RV pattern, or being RRC configured to a single value or an RV pattern. 
Consequently, any RV placement and RV sequence agreed in the channel coding, for retransmissions, e.g., for particular initial transmission rates (e.g. 0 1 x1 x2 for high rates, and 0 2 y1 y2), etc., should be also considered in UL autonomous discussions. In this case, RV cycling may also see some change i.e. the cycle may have to be explicitly indicated by gNB via higher layers, along with MCS information. Generally, RV0 is still the best choice for the first transmission– so this can be used (or fixed) for paging, etc. For scheduling messages such as RMSI and other SI, etc., a predefine cycle can be defined if the DCI does not have sufficient space for RVs. 
3. Bit-priority modulation mapping
In order to account for different level of reliabilities for the bits in a higher order modulation (e.g., 256QAM) symbol, one approach is to perform bit interleaving for high order modulation. This can be done by grouping the bits according to their reliability and then distribute them evenly, before modulation mapping [6],[2].
Figure 5 shows the throughput evaluation over AWGN, for 256QAM, with and without such bit-priority interleaving as explained in [6]. As can be seen, there’s up to ~0.3dB gain with the interleaver for medium rates (e.g., 2/3). On the other hand, as also discussed in our companion contribution [7], for the same SE, the higher rate with lower modulation order are more desirable, resulting in lower decoding latency for LDPC code. Hence, the gain with plain bit-priority mapping may be limited. 
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Fig 5. Throughput vs SNR (dB) with 1 transmission with and without bit-priority modulation mapping, for 256QAM, BG1. 
However, if there is a bit-interleaver being specified, BPM can be taken into account (if gains are demonstrated with fading channel evaluations), though the gains may be limited to initial transmission with RV0 – for other transmissions (e.g. with RV>0), it may be difficult to align the modulation symbol boundary exactly at wraparound in circular buffer, especially with non-zero number of filler bits. One way to align the symbol boundary is by adjusting the number of bits in the circular buffer for a code block to be aligned with the least common multiple (LCM) of the supported modulation orders (e.g. NCB = 24 * floor(66*Z/24)) and filler bits are also aligned with LCM of supported modulation orders, while also requiring the RVs to also be defined appropriately (e.g. RV(i) = NCB/4 *i). 
4. Aspects Related to Tx Rate-matching
In RAN1 NR AH#1, it was agreed that LBRM is supported and in RAN1#89 (Hangzhou), it was agreed in the HARQ and scheduling session that LBRM is taken into account in soft buffer computation. LBRM can be handled by limiting the circular buffer size corresponding to code blocks that belong to a large transport block. 
Also, in RAN1 #90, it was agreed that NR specification should decouple the transmit (or RV) buffer from soft buffer size of the UE receiver, where transmit (or RV) buffer refers to the PDSCH rate-matching buffer.
The details of the UE soft buffer dimensioning are still under discussion in the HARQ/scheduling, and we think that the LBRM and its association with UE category and soft buffer should be considered together. In particular, soft buffer requirements should be guided primarily by UE categories. We think the LBRM is an important factor that not only affects the UE complexity (from soft buffer perspective), but also facilitates latency reduction and would be an important considerations as RAN1 progresses on the UE processing times (N1/N2). As discussed in our companion contribution [5], soft buffer management for NR should left up to UE implementation to allow flexibility, and NR should support HARQ buffer loading status reporting from the UE.
For the downlink, LDPC decoding latency depends on the number of edges in the base graph – therefore, applying LBRM by simultaneously reduce both UE buffer complexity, as well as the decoding latency at peak data rates. Thus, similar to [3] and [4], we propose that for downlink a limitation on the buffer should be explicitly captured.  This can be done by applying a limitation for rate-matching on the circular buffer based on e.g. a reference minimum coding rate (2/3) for the largest transport block size schedulable for the UE (based on maximum TBS determined either by reference configuration in spec or by using band/band combination signalling from the gNB based on UE capability). An example to determine the maximum TBS is shown below.
· SCS of 30 kHz, BW of 100 MHz, 1 symbol for control, 1 symbol for DMRS, and single CW with 4-layers, and 96% BW occupancy, max Qm = 8, and max R = 94/100 
· Max TBS ~  (8 x 94/100) x (12 x 0.96 x 3300)x 4 = 1,143,520  ~ 135 code blocks with BG1 (max CBS of 8448)
Proposal 3: For the downlink transmission, limitation on the circular buffer is applied based on a reference minimum coding rate for the largest transport block schedulable for the UE.
5. Summary
This document presented our views on LDPC rate-matching.
Proposal 1: The redundancy versions are equally spaced within the circular buffer.
Proposal 2: If self-decodability of RV other than 0 is considered essential for NR, at least one RV greater than 0 can be defined on a permuted circular buffer. 
Proposal 3: For the downlink transmission, limitation on the circular buffer is applied based on a reference minimum coding rate for the largest transport block schedulable for the UE. 
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7. Annex
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[bookmark: _GoBack]Fig 2a. Throughput vs SNR (dB) for (a) and (b), for 256QAM, BG1. 
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