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In RAN1 NR AH#2 meeting, the following agreements were made for rate matching [1]: 
Agreement:
· The number of RVs is 4. 
· The RVs are at fixed locations in the circular buffer
· RV#0 is self-decodable
· Working assumption (to be confirmed after selection of the BGs): The first 2Z punctured systematic bits are not entered into the circular buffer
In RAN1#90 meeting, the following agreements were made [2]: 
Agreements: 
· Confirm the Working Assumption that the punctured systematic bits are not entered into the circular buffer
· Filler bits are entered into the circular buffer.
· The starting position of each RV is an integer multiple of Z.
· The starting positions of RVs for limited buffer should be approximately scaled from the full buffer positions, while remaining integer multiples of Z.
Next steps: 
· Investigate until NR AH#3 whether non-uniform fixed starting positions for the RVs within the circular buffer can be found giving improved performance
· FFS until NR AH#3 whether a single reordering function (e.g. as shown in Fig 5 in R1-1713462) should be supported for RVs greater than zero before the bit collection step, considering both performance and complexity. 
· FFS: RV order for special cases where RV index is not explicitly signaled.

In this contribution, we would like to discuss starting positions of the RVs and the RV order for the case where the RV indices are not explicitly signaled. For all the simulations, the bit-level interleaver proposed in [3] is applied.
Starting Positions of RVs
It was agreed in [1] that the starting positions of the 4 RVs are fixed and independent of the used code rates. Therefore, the ideal incremental redundancy cannot be realized and there exists a performance tradeoff among different code rates. In LTE, the starting positions are uniform. It is worth investigating whether non-uniform starting positions can be beneficial for NR LDPC. Denote Si as the starting position of RVi. First,  is clearly the best choice (assuming the first 2Z bits are already punctured and not entered into circular buffer) and the 1st retransmission occurs more frequently than the 2nd and the 3rd retransmissions. Thus, we restrict attention to the starting position of RV2, which is used in LTE for the 1st retransmission when the RV index is not explicitly signaled. Note that in LTE we have , where  is the size of the circular buffer. 
For convenience, we say that a code rate is high (low) if the corresponding codeword occupies more than (less than) half of the size of the circular buffer, i.e. . As shown in Figures 1 and 2, the influence of the starting position of RV2 is depicted. We remark that high code rates are larger than 2/3 for BG#1 and 2/5 for BG#2. Moving  backward as  can be beneficial for high code rates since in principle a contiguous code component starting from the beginning of the codebook provides a larger coding gain than separated code components. However, it is less desirable for low code rates since less fresh code components can be sent. By contrast, moving  forward as  is less desirable for high code rates. Moving  forward can be beneficial for low code rates because more systematic bits can be transmitted. 



Figure 1: Effect of  Shift on low code rates.



Figure 2: Effect of  Shift on high code rates.
To see the effect of moving, we perform simulations on BG#1 and BG#2 LDPC codes with QPSK under the AWGN channel. The performance metric is the required SNR to achieve BLER . We examine the achievable coding gain in dB by comparing with the case where  (33Z for BG#1 and 25Z for BG#2). Figures 3a and 3b show the coding gain of BG#1 and BG#2 with different starting position of RV2. Moving  backward is beneficial to higher code rates such as 0.89-0.83 in BG#1 and 0.67 in BG#2, however, introduces degradation for lower code rates. Moving  forward introduces degradation for most code rates. For convenience, the term “average coding gain” is used to denote the coding gain averaged over all simulated code rates. In Figure 3c, average coding gain of moving  forward or backward is net negative over different code rates. Based on the simulation results, we have the following observation:
Observation 1: The average coding gain by moving the uniformly distributed   is close to zero and mostly negative. 
Given that keeping  at  is good, we do not expect that moving the uniformly distributed  and/or  can provide a significant average coding gain either. Thus, we have the following proposal:
Proposal 1:  The starting positions of the RVs should be uniformly distributed.
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Figure 3a: Achievable coding gain at BLER= under BG#1, QPSK, K=6336.
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Figure 3b: Achievable coding gain at BLER= under BG#2, QPSK, K=1008.
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Figure 3c: Average coding gain at BLER=.
RV Order
Section 2 shows that when the RV index is not explicitly signaled, the RV order for the first two transmissions should be [0 2]. Besides, since incremental redundancy outperforms Chase combining, the rest of RVs, i.e., RV1 and RV3, should be used in retransmissions, especially for high code rates. Thus, only the RV orders [0 2 3 1] and [0 2 1 3] need to be considered. 
In LTE, the RV order is [0 2 3 1] when the RV index is not explicitly signaled. Assuming uniformly distributed starting positions of RVs, RV3 contains more systematic bits than RV1 but RV1 makes received code components contiguous. The agreed BG#1 and BG#2 LDPC codes are designed by starting from high code rates and thus making the received code components contiguous can be beneficial, as shown in Figures 3a and 3b. Furthermore, when the bit-level interleaver in [3] is applied, the code components not having high reliability in the previous transmissions also enjoy high reliability, which can be considered as “fractional” incremental redundancy. This phenomenon is illustrated in Figure 4a for BG#1 with CR=8/9 and in Figure 4b for BG#2 with CR=2/3. We assume that the modulation is 256 QAM and thus there are 4 reliability levels.



Figure 4a: IR-HARQ for BG#1 with the bit-level interleaver in [3]. 



Figure 4b: IR-HARQ for BG#2 with the bit-level interleaver in [3]. 
[bookmark: _GoBack]The minimum code rate supported by BG#1 is sufficiently large and thus RV 1 covers some systematic bits and the WiFi structure, but it is not the case for BG#2. Therefore, BG#1 benefits more from the fractional incremental redundancy. To see the net effect of the mentioned points, we perform simulations on BG#1 and BG#2 under the AWGN channel. The performance metric is the required SNR to achieve BLER  in the 3rd transmission, which is essentially the only difference between the RV orders [0 2 3 1] and [0 2 1 3]. We look at the achievable coding gain (in dB) defined as
Coding gain = ([0 2 3 1]) ([0 2 1 3]).
For BG#1, the specific starting positions used in simulation are . For BG#1, the specific starting positions used in simulation are . From the simulation results summarized in Tables I and II, we have the following observation:
Observation 2: The RV order [0 2 1 3] outperforms [0 2 3 1] at high code rates under BG#1 with high-order modulation, but falls below the RV order [0 2 3 1] in general.
Proposal 2:  For non-adaptive retransmissions, the RV order [0 2 3 1] should be adopted for NR LDPC.

Table I: Coding gain (dB) at BLER= for BG#1, K=6336, AWGN.
	CR
Mod.
	0.3
	0.4
	0.5
	0.6
	0.7
	0.8
	0.9
	Average

	QPSK
	+0.02
	-0.07
	-0.20
	-0.31
	-0.25
	-0.07
	+0.02
	-0.12

	16 QAM
	-0.28
	-0.10
	-0.13
	-0.12
	-0.07
	-0.02
	-0.06
	-0.11

	64 QAM
	-0.13
	-0.17
	-0.07
	+0.02
	+0.11
	+0.23
	+0.16
	+0.02

	256 QAM
	-0.23
	-0.07
	+0.13
	+0.30
	+0.23
	+0.40
	+0.53
	+0.18

	Average
	-0.16
	-0.10
	-0.07
	-0.03
	+0.01
	+0.14
	+0.16
	-0.01



Table II: Coding gain (dB) at BLER= for BG#2, K=1008, AWGN.
	CR
Mod.
	0.2
	0.3
	0.4
	0.5
	0.6
	0.7
	Average

	QPSK
	-0.00
	-0.01
	-0.10
	-0.03
	+0.11
	+0.17
	+0.02

	16 QAM
	-0.08
	+0.05
	+0.16
	-0.00
	-0.03
	-0.09
	+0.00

	64 QAM
	+0.02
	+0.02
	-0.11
	-0.11
	-0.13
	-0.11
	-0.07

	256 QAM
	+0.09
	-0.22
	-0.20
	-0.19
	-0.27
	-0.27
	-0.18

	Average
	+0.01
	-0.04
	-0.06
	-0.08
	-0.08
	-0.08
	-0.06



Conclusion
The following summarizes the observations and proposals in this contribution.
Observation 1: The average coding gain by moving the uniformly distributed   is close to zero and mostly negative.
Observation 2: The RV order [0 2 1 3] outperforms [0 2 3 1] at high code rates under BG#1 with high-order modulation, but falls below the RV order [0 2 3 1] in general.
Proposal 1:  The starting positions of the RVs should be uniformly distributed.
Proposal 2:  The RV order [0 2 3 1] should be adopted for NR LDPC.
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