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From previouse RAN1 meeting in 2017 [1,2], the following agreements were made
	Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi,  is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported
Agreements: 
· Confirm the Working Assumption that the punctured systematic bits are not entered into the circular buffer
· Filler bits are entered into the circular buffer.
· The starting position of each RV is an integer multiple of Z.
· The starting positions of RVs for limited buffer should be approximately scaled from the full buffer positions, while remaining integer multiples of Z.
Next steps: 
· Investigate until NR AH#3 whether non-uniform fixed starting positions for the RVs within the circular buffer can be found giving improved performance
· FFS until NR AH#3 whether a single reordering function (e.g. as shown in Fig 5 in R1-1713462) should be supported for RVs greater than zero before the bit collection step, considering both performance and complexity. 
· FFS: RV order for special cases where RV index is not explicitly signaled.



In this contribution, we discuss how to determine the Redundancy Version (RV) for HARQ.

RV start positions with non-uniform spaces 
From last meeting, it was agreed that the start position of 4 RV may have different space for better HARQ performance. LDPC code with raptor-like structure have following characteristics.
1) The information and parity part of kernel part are most important in decoding.
2) The parity bits of parity extension have different priority. The closer to kernel part it is, the more important it is. Because of this feature, the sequential transmission shows the best performance in well-designed LDPC code.

For HARQ performance, the first re-transmission is more important than the second and third re-transmission. So, it looks reasonable to be optimized the start positions of RV1 and RV2 focused on first re-transmission performance. It has following schemes to figure out the best start position of each RV,
1) The RV0 is 0 as agreed.
2) The RV1 and RV2 are decided to support good performance for first re-transmission. It is evaluated over simulation by sweeping Z-unit step.
3) The RV3 is same as that of uniform RV space.
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Figure 1. Non-uniform space RVs on LDPC code 

Observation 1: For the RV positions, it needs to be decided based on the first re-transmission performances.

Base Graph #1
For BG1, we evaluate several code rates with K=4096 (>3840) by sweeping possible positions to find out the best position providing the good performance. And it is compared with uniform spaced RV positions, seen as Figure 2 and 3(zoomed-in). 
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Figure 2. BG1 1st retransmission Performance with various RV positions
From figure2, it is observed that 29th RV position is best if code rate is above 0.75 and 33rd RV position is best if code rate is lower than 0.75. So, in order to provide the best performance across most code rate, the start position of RV1 and RV2 could be 29 and 33. So for the start position of first-retransmission, it can be selected RV1 if cod rate is larger than 0.75, or RV2 if code rate is less than 0.75.
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Figure 3. BG1 1st retransmission Performance with various RV positions for high and middle rate
Observation 2: For base graph1, uniform spaced RV shows comparable performance but non-uniform spaced RV shows the best performance.
Proposal 1: For base graph#1, the following options should be considered, and we slightly prefer Alt 2.

	Options
	RV0
	RV1 (X)
	RV2 (Y)
	RV3 (W)

	Alt 1(uniform)
	0
	17
	33
	50

	Alt 2(non-uniform)
	0
	29
	33
	50



Base Graph #2
For BG2, we evaluate several code rates with K=1024 by sweeping possible positions to find out the best position for good performance. And it is compared with uniform spaced RV positions, seen as Figure 4 and 5(zoomed-in).
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Figure 4. BG2 1st retransmission Performance with various RV positions
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Figure 5. BG2 1st retransmission Performance with various RV positions for middle and low rate


From figure4, it is observed that 18th RV position is best if code rate is above 0.57 and 25rd RV position is best if code rate is lower than 0.57. So, the start position of RV1 and RV2 could be 18 and 25. For the start position of first-retransmission, it can be selected RV1 if cod rate is larger than 0.57, or RV2 if code rate is less than 0.57.
Observation 3: For base graph2, uniform spaced RV shows comparable performance but non-uniform spaced RV shows the best performance.
Proposal 2: For base graph#2, the following options should be considered, and we slightly prefer Alt 2.
	Options
	RV0
	RV1 (X)
	RV2 (Y)
	RV3 (W)

	Alt 1(uniform)
	0
	13
	25
	38

	Alt 2(non-uniform)
	0
	18
	25
	38



RV order for special cases
For special cases of RV order, we propose that RV0 would be followed by RV2 for better performance regardless of code rate of initial transmission. And RV1 and RV2 is too closer than RV2 and RV3, which makes more repeated bits. So, in order to increase the IR gain, RV3 is better than RV1 for the next of RV2.
Proposal 3: For the RV order for special case, we prefer [0, 2, 3, 1] order.

Limited Buffer Rate Matching
From last meeting, we have following agreement for LBRM,
· The starting positions of RVs for limited buffer should be approximately scaled from the full buffer positions, while remaining integer multiples of Z.
It needs the exact scaling method to avoid ambiguity.
Proposal 4: For LBRM, the exact scaling method should be defined as in the followings, 
	RV0 = 0
	RV1 =
	RV2 =
	RV3 =
, where X, Y and W, are RV positions from full buffer with Z-unit.  The ncb, ncb_full are LBRM and full circular buffer size of Z-unit, respectively.
Conclusions
In conclusion, we have following observations and proposals in this contribution,
Observation 1: For the RV position, it needs to be decided based on the first re-transmission performances.
Observation 2: For base graph1, uniform spaced RV shows comparable performance but non-uniform spaced RV shows the best performance.
Proposal 1: For base graph#1, the following options should be considered, and we slightly prefer Alt 2.
	Options
	RV0
	RV1 (X)
	RV2 (Y)
	RV3 (W)

	Alt 1(uniform)
	0
	17
	33
	50

	Alt 2(non-uniform)
	0
	29
	33
	50



Observation 3: For base graph2, uniform spaced RV shows comparable performance but non-uniform spaced RV shows the best performance.
[bookmark: _GoBack]Proposal 2: For base graph#2, the following options should be considered, and we slightly prefer Alt 2.
	Options
	RV0
	RV1 (X)
	RV2 (Y)
	RV3 (W)

	Alt 1(uniform)
	0
	13
	25
	38

	Alt 2(non-uniform)
	0
	18
	25
	38


Proposal 3: For the RV order for special case, we prefer [0, 2, 3, 1] order.
Proposal 4: For LBRM, the exact scaling method should be defined as below, 
	RV0 = 0
	RV1 =
	RV2 =
	RV3 =
, where X, Y and W, are RV positions from full buffer with Z-unit.  The ncb, ncb_full are LBRM and full circular buffer size of Z-unit, respectively.
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Appendix
Table 1. BG1 Evaluation assumptions
	Channel
	AWGN

	BG1 LDPC code
	[3]

	Modulation
	QPSK

	Code rate
	0.93, 0.90, 0.85, 0.80, 0.75, 0.70, 0.65

	Code block size (CBS)
		4096
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Figure1. BG1 Evaluation results: R=0.93 ~ 0.65

Table 2. BG2 Evaluation assumptions
	Channel
	AWGN

	BG2 LDPC code
	[3]

	Modulation
	QPSK

	Code rate
	0.67, 0.63, 0.60, 0.57, 0.53, 0.50, 0.47, 0.43, 0.40

	Code block size (CBS)
	1024
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Figure2. BG2 Evaluation results
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