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1. Introduction
In this contribution, we discuss frequency-domain resource allocation, time-domain resource allocation, and TBS determination. 
Regarding frequency domain resource allocation, we focus on how to determine RBG size for a given bandwidth part (in section 2.1) and how to define PRB grid and PRB indexing (in section 2.2). 
Regarding time-domain resource allocation, we focus on signalling aspect of time domain resource allocation for one-slot case (in section 3.1), multi-slot case (in section 3.2), and non-slot case (in section 3.3). 
Regarding TBS determination, we discuss details of parameter of formula for TBS determination (in section 4.1), how to perform quantization procedures (in section 4.2), and how to support special TBS (in section 4.3), and how to calculate TBS for multi-slot case (in section 4.4). 

2. Frequency-domain resource allocation
In RAN1 NR Ad-Hoc2 meeting [1], the followings agreements were made regarding frequency-domain resource allocation and PRB indexing.
	Agreement:
· For PDSCH/PUSCH, the RBG size/number can be changed along with the change of the BWP used for resource allocation.
· FFS: If one or multiple of following option(s) is/are also used for RBG size/number determination:
· Opt. 1: Semi-statically configured size of Type0 RA bitmap. 
· Number and size of RBGs for a RA is determined based on size of BWP and the size of the bitmap.
· Opt. 2: Semi-statically configured RBG size(s) per BWP for deriving number of RBGs.
· Number of RBGs in the BWP is determined by size of the BWP and the configured/indicated RBG size(s). 
· FFS: Dynamic switching of RBG size(s). 
· Opt. 3: DCI format/DCI format size (e.g. a compact DCI may be with a larger RBG size than a normal DCI).
· Opt. 4: Transmission durations (e.g. a shorter-duration transmission may be with a larger RBG size than a longer one).
· Opt. 5: RBG size is determined depending on the size of the BWP.
· Other options are not precluded.
Agreements:
· Common PRB indexing is supported
· The indexing is common to all the UEs sharing a wideband CC from network perspective, regardless of whether they are NB, CA, or WB UEs. 
· The indexing is with respect to the reference point
· The indexing is with respect to a given numerology
· Note: Example usage of common PRB indexing is for scheduling group common PDSCH, RS sequences, BWP configuration, etc.
· UE-specific PRB indexing is supported
· It is indexed per BWP with respect to the configured SCS for the BWP
· Note: Example usage of UE-specific indexing is for scheduling UE-specific PDSCH
Agreement:
· In configuration of a BWP,
· A UE is configured with BWP in terms of PRBs. 
· The offset between BWP and a reference point is implicitly or explicitly indicated to UE.
· FFS for reference point, e.g., center/boundary of NR carrier, channel number used for sync. and/or channel raster, or center/boundary of RMSI BW, center/boundary of SS block accessed during the initial access, etc.
· NR supports MU-MIMO between UEs in different (but overlapping) BWPs


2.1. RBG size/number determination
In determining RBG size, two aspects at least need to be considered. First is how to adjust RBG size depending on bandwidth when active bandwidth part can be changed dynamically. As agreed in the previous meetings, at least via MAC CE or DCI, bandwidth part can be switched where handling of DCI format/sizes needs to be addressed. Second aspect is how to handle different use cases such as any optimization for DCI scheduling URLLC applications. Or, any optimization for non-slot scheduling where in general control overhead can become relatively larger due to shorter scheduling unit duration. 
For the first aspect, we prefer that Option 2 (Semi-statically configured RBG size(s) per BWP for deriving number of RBGs) as it can offer the flexible configuration by the network. To support dynamic BWP adaptation without changing DCI sizes to minimize reconfiguration ambiguity, the network can configure RBG sizes appropriately (for example, if RBG size for BWP1 is X, RBG size for BWP2 which has double bandwidth compared to BWP1, it can configure 2*X). In that sense, Option 2 can achieve what Option 1 (Number and size of RBGs for a RA is determined based on size of BWP and the size of the bitmap) can achieve. In addition, Option 2 allows configuration of different RBG sizes per BWP which will allow better multiplexing between UEs utilizing different BWPs. For example, if a UE with BWP 20 MHz and another two UEs with BWP 10 MHz share the same resource, RBG size for better multiplexing (either aligned to 20 MHz or aligned to 10 MHz) can be configured. Furthermore, depending on use cases, to minimize DCI overhead, it seems desirable to have configurability of RBG size. 
One consideration of Option 2 is DCI size when BWP is switched via scheduling DCI. Depending on the selected BWP where potentially different RBG size is configured, it is possible that different resource allocation field for frequency domain may be present between old and new BWP. To handle this issue, one simple approach is to assume maximum bit sizes which can cover any resource allocation of the configured BWPs. This however can lead higher overhead. Another approach is to ensure the same RA size by proper configuration such as BWP and RBG configuration follows the principle of Option 1. This can restrict some configuration flexibility.
Another approach is to align the overall bit size by adjusting the bit field size for time-domain resource allocation depending on the RBG size to keep the overall bit field size of time-and-frequency resource allocation constant regardless of RBG size. In this case, scheduling flexibility on time-domain resources will be varying depending on the RBG size. In other words, it can be considered that dependency between time-domain resource allocation and frequency-domain resources.
 
In addition to semi-statically configured RBG size, even within the same BWP, it can be also considered to allow dynamic switching of RBG size. For example, when a UE is configured with relatively large BWP where RBG size is generally large, if the UE does not have so much data to be scheduled with, it is generally desirable to have smaller RBG size to enjoy frequency diversity and better multiplexing with other UEs. To address this issue, either smaller BWP is activated which can lead switching time overhead or smaller RBG size may be used for better resource allocation flexibility. To support such dynamic switching of RBG sizes (e.g., between two RBG sizes) while keeping the same DCI overhead, we can consider to maintain the same number of RBGs indicated by DCI frequency resource allocation. In other words, the overall RA field size is fixed where a combination of schedulable RBGs (the number of RBGs) and RBG sizes are maintained such that the required bitmap size would not change with BWP switching. Figure 1 shows an example for frequency-domain resource allocation for a given bandwidth part:
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Figure 1: Example of frequency domain resource allocation
Resource allocation consists of RBG size and RBG bitmap within a bandwidth are indicated by DCI. RBG bitmap can indicate all RBGs within a given bandwidth part, its bit field size can be varying depending on the indicated RBG size. Alternatively, to keep the bit field size constant, RBG index set to be indicated by DCI could be restricted as shown in Figure 1-(b). 
RBG size can also be different depending on use case or the latency and reliability requirements. One example is to realize compact DCI for URLLC use cases by increasing RBG size. However, we do not see a strong need to vary the RBG size depending on the duration of scheduled data. For example, between slot and multi-slot, different RBG size may be used unless it is for the alignment of DCI sizes. To support various use cases, we propose configuration of RBG size per DCI format for each BWP configuration. 
Proposal 1: Support semi-statically configured RBG size(s) per BWP for deriving number of RBGs. 
· Number of RBGs in the BWP is determined by size of the BWP and the configured/indicated RBG size(s). 
· Dynamic switching of RBG size(s).
Proposal 2: Support different RBG size(s) per DCI format. 

2.2. PRB Grid and PRB indexing
It has been agreed that a UE is indicated with the offset between the lowest frequency and the center of SS block that the UE has accessed for common PRB indexing. Based on the information, unless other information is also given, it is natural that the UE constructs PRB grid based on the SS block. Given the information of the center of SS block and the lowest frequency, the number of subcarriers/RBs will be placed where the lowest frequency needs to be indicated per different numerology or subcarrier spacing. 
In terms of indicating the offset between the lowest frequency and the center of SS block, it can be indicated as (1) number of RBs of a given numerology or (2) number of subcarriers of a given numerology. In case PRB grid of PBCH and RMSI transmission is the same as PRB grid of other transmissions, it is natural to use number of RBs as the offset. This, however, may restrict synchronization raster which needs to be at least RB bandwidth of the larger subcarrier spacing used between PBCH and RMSI. Alternatively, subcarrier grid of PBCH/RMSI transmission can be maintained as the same as subcarrier grid of other transmissions where the offset can be given as multiple of subcarriers.
To minimize ambiguity, it is generally desirable that PRB grid of PBCH and RMSI is same as that of other transmission. Furthermore, to have aligned PRB grids among different UEs accessing different SS block, the gap between SS blocks should be at least multiple RBs based on the numerology used for PBCH. Moreover, to have aligned PRB between wideband and narrowband UEs, the gap between SS block and carrier center should be also multiple of RBs based on the numerology used for PBCH. For better PRB grid structure (e.g., more symmetric structure), it is desirable that subcarrier 0 of each numerology is aligned at the center of a carrier. However, for different numerology, the gap may not be multiple of RBs depending on the gap. Thus, in terms of indicating the offset between center of SS block and the lowest frequency, we can assume either (1) the gap between SS block and center of the carrier is multiple of RBs of the largest subcarrier spacing that frequency band supports (in other words, 0 subcarrier of each numerology is aligned with center of SS block) or (2) indication of PRB offset between subcarrier 0 and SS block in terms of number of RBs based on the numerology used for PBCH. When second approach is used, as illustrated in below, to align different numerology PRB grid around center, it is necessary to indicate appropriate offset. In other words, offset between SS block and the lowest frequency can be indicated as the number of RBs of a given numerology, and additional PRB grid offset for a numerology may be necessary which can be indicated as multiple of RBs based on the numerology used in PBCH. This can be realized by indicating offset in terms of number of RBs based on the numerology used in PBCH. 
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[bookmark: _Ref485459765]Figure 2: Illustration of Second Approach
Proposal 3: PRB grid can be constructed aligned with PRB grid constructed based on center of carrier. 
Proposal 4: Subcarrier 0 of a PRB in a given numerology is aligned at the center of carrier.
Proposal 5: The gap between center of SS block and the lowest frequency (GAP) is multiple of RBs based on a subcarrier spacing used in PBCH.
Proposal 6: The offset between subcarrier 0 and SS block center for a given numerology can be indicated. 

3. Time-domain resource allocation 
In RAN1#90 meeting, following agreements were made regarding time domain resource allocation [2]:
	Agreements:
· NR supports some combinations of following:
· For the purpose of designing time-domain resource allocation scheme from UE perspective, assuming no prior information of DL/UL assignment, scheduling DCI informs the UE of the time-domain information of the scheduled PDSCH or PUSCH
· Following is informed to the UE:
· One-slot case:
· Starting symbol and ending symbol in the slot.
· Which slot it applies to
· Multi-slot case:
· Opt.1: Starting symbol and ending symbol of each slot of the aggregated slots, and the starting slot and ending slot where it is applied to
· Opt.2: Starting symbol and ending symbol of a slot, and the starting slot and ending slot where it is applied to
· The starting symbol and ending symbol are applied to all the aggregated slots
· Opt.3: Starting symbol, starting slot, and the ending symbol and ending slot
· Non-slot (i.e., mini-slot) case:
· Starting symbol and ending symbol
· FFS: starting symbol is:
· Opt.1: Starting symbol of a slot
· UE is also informed of which slot it applies to
· Opt.2: Symbol number from the start of the PDCCH where scheduling PDCCH is included
· FFS: ending symbol is:
· Opt.1: Ending symbol of a slot
· UE is also informed of which slot it applies to
· Opt.2: Symbol number from the starting symbol
· Scheduling DCI with and without time domain field is supported
· Note: the starting symbol is the earliest symbol of the PDSCH or PUSCH including DMRS symbol in the case of PUSCH in a slot, FFS: PDSCH
· Note: the ending symbol is the latest symbol of the PDSCH or PUSCH in a slot
· FFS: signaling aspects, e.g., implicit, explicit, table, etc.
· FFS: which are valid combinations
· FFS: handling of semi-static UL/DL and SFI assignment


3.1. One slot case
Considering dynamic TDD system, explicit indication of time-domain resource allocation can be used to schedule DL channels and UL channels in a slot in a dynamic manner. In this case, for efficient design of time-domain resource allocation scheme, it would be helpful to know which slot formats (which indicate DL portion, gap, and/or UL portion within a slot) will be supported in NR. Meanwhile, at least, scheduled DL resources would be different compared to slot format to be indicated by group-common PDCCH. For instance, in case of scheduled DL resources for PDSCH transmission, data transmission can start after CORESET to avoid overlapping between DL CORESET and PDSCH. Furthermore, when different GP is used UE-specifically, ending position of DwPTS can be different per each UE which can be dynamically indicated in DCI. Furthermore, different data rate matching for CSI-RS, UCI, SRS, etc. is expected per UE depending on its numerology/measurement configurations. In this sense, indicating the same starting and ending position for a group of UEs may not be efficient, and even though slot format is dynamically indicated or fixed, UE-specific dynamic indication of starting and duration of PDSCH and PUSCH would be necessary. However, it is noted that semi-static starting and duration can be also considered, particularly, for cell-specific broadcast channels such as RMSI, OSI, initial-access messages, etc. 
Observation 1: UE-specific indication of starting and ending symbol index of PDSCH or PUSCH via DCI would be beneficial even in case slot format is known to UEs. The starting and ending symbol index of PDSCH or PUSCH are not necessarily aligned with downlink or uplink resource indicated by slot format. 
Indication of ‘starting symbol index’ and ‘ending symbol index’ for PDSCH or PUSCH in a slot, we do not see the necessity of indicating non-contiguous time-domain resource allocations. To minimize DCI overhead and scheduling flexibility, thus, we see two options. First one is to utilize RIV-like approach where the possible starting symbols for PDSCH or PUSCH is rather restricted (e.g., for PDSCH: 0, 1, 2, 3, for PUSCH: K+offset+0, K+offset+1, K+offset+2, K+offset+3 where K is the last OFDM symbol index of CORESET and offset is the offset between control region and the start of PUSCH for processing time, TA, switching gap, etc. where the offset can be configured per each UE). Additionally, to support cross-slot scheduling, slot index may be needed. Another approach is to configure a set of time-domain resource ‘patterns’ by RRC signalling. For instance, multiple sets of slot index, starting symbol index and ending symbol index within a slot can be configured by RRC signalling, and L1 signalling can indicate one of the set for time-domain resource allocation. In this case, it is necessary to investigate how to perform time-domain resource allocation before RRC configuration or during RRC reconfiguration period. 
Proposal 7: Considering DCI overhead for time-domain RA, either contiguous compact type RA is supported or dynamic indication among a set of patterns configured by higher layer is supported.
For instance, when PDSCH or PUSCH is scheduled by DCI associated with search space for RMSI, time-domain resource allocation for PDSCH or PUSCH could be configured by PBCH, RMSI, or OSI. Alternatively, considering signalling overhead, slot index and/or starting symbol index could be fixed value. For example, slot index of PDSCH can be the same as slot index of its associated PDCCH while slot index of PUSCH is fixed value (e.g. 4 slots) after its associated PDCCH transmission. Next, starting symbol index of PDSCH can be set to be symbol index right after CORESET duration. 
Proposal 8: For broadcast channel or initial-access related channels, prefixed one or more candidates of ‘starting symbol index’ and ‘ending symbol index’ for PDSCH or PUSCH is assumed. At least one candidate is selected by PBCH/RMSI/OSI.
3.2. Multi slot case
Main motivation of multi-slot aggregation would be to enhance detection performance of a TB by using repetition in time-domain. In our view, it would be beneficial in terms of decoding complexity that PDSCH or PUSCH transmission is self-decodable in each aggregated slot. In other words, a single PDSCH or PUSCH will be mapped within a slot rather than across multiple aggregated slots. 
Proposal 9: For multi-slot scheduling, a single PDSCH or PUSCH is mapped within a slot. 
In terms of resource allocation, multi-slot aggregation may need to support non-contiguous time-domain resource allocation. For instance, UL transmission with multi-slot aggregation may need to reserve DL resources for possible DL control channel at the beginning of each aggregated slot. Similarly, DL transmission with multi-slot aggregation may need to reserve UL resources for UL control channel at the end of aggregated slot(s). These kinds of slot formats in terms of DL portion and UL portion can be different slot-by-slot. In case, following options can be considered for time-domain resource allocation across multiple aggregated slots: 
· Option 1: Scheduling DCI indicates one of RRC configured sets for time-domain resource allocation parameters across aggregated slots. 
· Option 2: Time-domain resource allocation parameters for one slot case are applied to all the aggregated slots.
· Option 3: Time-domain resource allocation parameters for one slot case are applied to certain aggregated slot(s). Remaining time-domain resources across aggregated slot are configured by additional RRC signalling and/or DCI indication. 
In case of Option 1, RRC configured set for time-domain resource allocation would be consists of starting slot index, ending slot index (or the number of aggregated slots), stating symbol index within a slot for each aggregated slot, and ending symbol index within a slot for each aggregated slot. In other words, it is necessary to configure RRC configured sets for multi-slot case in addition to RRC configured set for one slot case. Since the number of parameters within a set would be large, it could be inefficient in terms of scheduling flexibility if the RA bit field size is kept to be constant. Alternatively, it may need to increase RA bit field size for multi-slot case compared to one slot case. 
In Option 2, since time-domain resource allocation for one slot case is applied to all the aggregated slots consistently, it may not need to have additional RRC configuration or DCI bit field to support multi-slot case. However, it could be inefficient in terms of resource usage. For instance, to guarantee potential UL (or DL) transmission(s) during the aggregated slots, scheduled DL (or UL) resources in time domain could be unnecessarily smaller than the overall DL (or UL) resources in time domain across aggregated slots, respectively. 
In our view, RRC configuration and DCI indication for time-domain resource allocation for one slot case would need to be reused for multi-slot case considering RRC and DCI overhead. Next, to enhance scheduling flexibility, addition overhead on RRC signalling and/or DCI indication may be needed. In those points of views, Option 3 can be taken into account considering trade-off between signalling overhead and scheduling flexibility. 
Alternatively, slot format related information transmitted in group-common PDCCH can be used to update time-domain resources of PDSCH or PUSCH in aggregated slots. However, UE may need to successfully detect both DCI scheduling PDSCH or PUSCH and group-common PDCCH. Furthermore, for data mapping purpose, at the scheduling, SFI for the scheduled slots needs to be known. If slot format is changed after scheduling data, it may cause ambiguity regarding the overall available REs. If group common PDCCH changes slot format dynamically, one approach is to assume configured/indicated time-domain resources for data rate matching, and may perform puncturing if slot format is changed in the middle of multi-slot scheduling. 
Proposal 10: Time domain resource allocation for multi slot case is supported by following options:
· Option 1: Scheduling DCI indicates one of RRC configured sets for time-domain resource allocation parameters across aggregated slots.
· Option 2: Time-domain resource allocation parameters for one slot case are applied to all the aggregated slots.
· Option 3: Time-domain resource allocation parameters for one slot case are applied to certain aggregated slot(s). Remaining time-domain resources across aggregated slot are configured by additional RRC signalling and/or DCI indication.
· Time-domain resources can be updated by group-common PDCCH.
· PDSCH or PUSCH perform rate-matching based on configured/indicated time-domain resource allocation, perform puncturing based on SFI transmitted by group-common PDCCH.
From our perspective, Option 2 or Option 3 is preferred to reuse time-domain resource allocation field and/or configuration of one slot case for time-domain resource allocation of multi-slot case.

Another issue is whether a common time-domain RA is used to indicate ‘same-slot’, ‘cross-slot’ and ‘multi-slot aggregation’ scheduling. When dynamic bandwidth part adaptation is achieved where cross-slot scheduling is necessary to accommodate RF retuning latency, it is desirable that same-slot and cross-slot scheduling can be indicated dynamically. In terms of multi-slot aggregation, it may be configurable by the network, and if it is configured, DCI can carry multi-slot aggregation which can include ‘single-slot’ and ‘cross-slot’ within the maximum number of schedulable multi-slots. 
Proposal 11: NR supports that a common time-domain RA is used to indicate same-slot or cross-slot scheduling. FFS whether to use a common time-domain RA for multi-slot and cross-slot scheduling. 

3.3. Non slot case
So far, there are some differences between slot-based and mini-slot based scheduling at least in terms of DM-RS position. Further, we consider that different DCI format may be used for each scheduling. It is necessary to clarify how slot-based scheduling and mini-slot based scheduling are differentiated. Overall, we can consider two approaches: (1) implicit: mini-slot case and slot case could be distinguished based on the monitoring occasion of PDCCH and its periodicity. For instance, if scheduling DCI is associated with CORESET its periodicity is multiples of slots, its scheduling is corresponding to slot case. Otherwise, the scheduling is corresponding to mini-slot case. (2) explicit: each CORESET can be configured with either slot or mini-slot based scheduling where DCI scheduled in that CORESET can schedule either slot-based data or mini-slot based data. 
As mini-slot scheduling can be also configured with one slot monitoring interval where monitoring may occur only in middle of slot by 7OS mini-slot size, it can be clarified that slot-based scheduling is assumed when CORESET monitoring is multiple of slots unless it is indicated as mini-slot based scheduling. For mini-slot based scheduling, it can be considered that explicit indication of mini-slot based scheduling is configured in each CORESET for mini-slot scheduling. 
Proposal 12: Slot-based scheduling is considered as a default mode with CORESET monitoring periodicity of one or multiple of slots. Mini-slot scheduling is explicitly indicated in CORESET configuration.  

In our perspective, non-slot case is mainly used for URLLC application. In this case, considering latency, PDCCH needs to be transmitted no later than its associated PDSCH or PUSCH transmission. To be specific, it is impossible to transmit PUSCH before decoding UL grant (except for UL transmission without grant). In case of PDSCH, UE may need to have unnecessarily excessive buffer before decoding DCI scheduling the PDSCH. For low latency, the timing difference between PDCCH and PDSCH/PUSCH needs to be small enough. In those points of views, starting symbol index and ending symbol index for non-slot case does not need to be defined with respect to slot boundary. 
Proposal 13: For non-slot (mini-slot) case: 
· Starting symbol index is defined by symbol number from the start of the PDCCH where scheduling. Consider adding an offset for PUSCH for processing time, TA, and necessary switching gap.
· Ending symbol index is defined by symbol number from the starting symbol

4. TBS determination
In RAN1#90 meeting, following agreements were made regarding TBS determination [2]:
	Agreements:
· RAN1 strives for finding TBS determination by using a formula
· The formula has following as parameters:
· The number of layers the codeword is mapped onto
· Time/frequency resource the PDSCH/PUSCH is scheduled
· Opt.1: The total number of REs available for the PDSCH/PUSCH
· Opt.2: Reference number of REs per slot/mini-slot per PRB and the number of PRB(s) for carrying the PDSCH/PUSCH
· FFS: Details of reference number
· FFS: for the case of more than one slot
· Modulation order
· Coding rate
· RAN1 should also consider at least the following:
· Whether the system can work without ensuring to enable giving the knowledge for decoding the re-transmission without the knowledge of initial transmission
· Ensuring to enable the same TBS between initial transmission and re-transmission with the same/different number of PRBs or the same/different number of symbols in some cases
· Code-block segmentation
· TBS determination for specific packet sizes (e.g., VoIP, etc)
· TBS determination for specific services (e.g., URLLC, etc)
· Possibility of decoupling the coding rate and modulation order for some cases
· Note: Byte alignment is required
· Note: in addition to the formula, table(s) may be needed to determine the TBS value
Agreements:
· Single maximum TB size is defined for the reference case, and is not exceeded.
· Reference case is a slot with 14 symbols.


4.1. Parameters of formula for TBS determination
When TBS determination is performed based on formula, it is necessary to make clear definition of parameters to be used for TBS determination. First of all, it seems that there is no ambiguity on the meaning of the number of layers the codeword is mapped onto and modulation order. Next, the definition of coding rate is given by following options:
· Option 1: Coding rate is the ratio of TBS to the number of overall coded bits.
· Option 2: Coding rate is the ratio of TBS plus CRC size(s) to the number of overall coded bits. 
In general, coding rate is defined by the ratio of the number of information bits to the number of coded bit, where the number of coded bits could be a sum of the number of information bits and the number of parity (redundancy) bits. Since CRC is a kind of error detection code and it is derived from TBS, CRC can be seen as redundancy bits. On the other hand, from the perspective of LDPC coding, its input stream is given by TBS and CRC (CB CRC and parts of TB CRC), therefore; in case, CRC can be considered to be included in information bits. 
Proposal 14: For TBS determination by using formula, coding rate is the ratio of TBS to the number of overall coded bits. 
From our perspective, Option 1 is preferred for the definition of coding rate to ensure the same set of TBS between different base graph and its associated CRC length (e.g. 24 bits for BG 1, and 16 bits for BG 2) are used.
Regarding time/frequency resource the PDSCH/PUSCH is scheduled, the reference number of RE to be considered for TBS determination needs to be defined considering some aspects such as whether or not DMRS is included in the time/frequency resources the PDSCH/PUSCH is scheduled. 
· Option 1: The number of REs scheduled by resource allocation regardless of actual mapping of PDSCH or PUSCH. 
· Option 2: The number of REs to be used only for PDSCH or PUSCH without DMRS.
· Option 3: The number of REs to be used only for PDSCH or PUSCH including DMRS.
In case of Option 1, the number of REs will be given by multiplication of the number of allocated symbols and the number of allocated subcarriers. For the same number of REs scheduled by DCI, the actual number of REs to be used for PDSCH or PUSCH mapping depending on the rate-matching pattern (due to the dynamic resource sharing between PDCCH and PDSCH or other signals). In case, TBS control would be much simpler since it just needs to consider only resource allocation field in DCI. However, it may cause large difference between the indicated coding rate and the effective coding rate after rate-matching. 
Option 2 will guarantee the effective coding rate after rate-matching is equal to the indicated coding rate. However, in this case, since small changes on the number available REs can cause different value of TBS, it would be difficult to perform TBS control. To be specific, gNB can restrict scheduled resources to achieve target TBS value, which is based on MAC messages to be transmitted. Otherwise, zero padding would be performed in MAC layer. Regarding DMRS, it may need to be guaranteed that the same value of TBS is supported regardless of the DMRS density. In this case, the number of available REs used for PDSCH or PUSCH can include DMRS as in Option 3. 
Proposal 15: For TBS determination by using formula, the definition of time/frequency resource the PDSCH/PUSCH is scheduled is given by the number of REs scheduled by resource allocation regardless of actual mapping of PDSCH or PUSCH. 
For TBS determination, it is necessary to consider that decoupling of modulation order and coding rate. According to the existing LTE, the same value of TBS is supported for the switching point of modulation order for scheduling flexibility. For simplicity, DCI indicates modulation order and coding rate separately. However, to support the same TBS for different modulation order, coding rates to be indicated by DCI could be restricted. For instance, to support the same TBS for 16QAM and 64QAM, it would be necessary that DCI can indicate coding rate of R, coding rate of 4/6*R, and coding rate of 6/4*R. Depending on the DCI overhead, design of indication of coding rate could be restricted. 
Alternatively, it can be considered to introduce scaling factor to be used in formula for TBS determination. In this case, coding rate and modulation order will be jointly indicated by MCS field in DCI, and scaling factor can be used to increase or decrease TBS value without changes on other parameters such as scheduled resources, coding rate, and modulation order by multiplying scaling factor to the formula for TBS determination. For instance, the set of scaling factor values can be given by {1, 1/2, 4/6, 6/8} to schedule the same TBS between different modulation orders. In this case, scaling factor can be indicated by RRC signaling and/or DCI signaling. Meanwhile, scaling factor can be used to ensure to enable the same TBS between initial transmission and re-transmission with the same/different number of PRBs or the same/different number of symbols. 
Proposal 16: For TBS determination based on formula, support scaling factor to change TBS value further. 
· Note: scaling factor can be used to ensure to enable the same TBS between different modulation orders or between initial transmission and re-transmission with the same/different number of PRBs or the same/different number of symbols.

4.2. Quantization procedure
Considering byte alignment, possible values of TBS needs to be form of multiples of 8. Furthermore, according to the agreements on channel coding, it is necessary to have TBS value ensuring that its segmented code blocks have the same size. In other words, TBS plus CRC (including TB CRC and CB CRC) needs to be multiples of the number of code blocks. In this case, it would be efficient to have multiple-step procedures to determine TBS based on formula as follows: 
· 1st step: Calculate reference TBS value based on scheduled resources (in layer/time/frequency domains), coding rate, modulation order, and scaling factor (if supported). 
· 2nd step: Find the reference number of code blocks and the overall CRC length. 
· 3rd step: Sum of reference TBS and CRC lengths is quantized with step of M. Next, TBS is derived by subtracting overall CRC length form the quantized value. 
· M is given by multiplication of 8 and the reference number of code blocks. 
To be specific, the reference TBS is determined by multiplying the number of REs, coding rate, modulation order, and scaling factor. Next, it can be considered round down the reference TBS to have integer number as in following equation. 

where  is the reference number of REs to be used for TBS determination per layer, and  is the number of layers the codeword is mapped onto, and  is the modulation order, and  is the reference coding rate. 
In the 2nd step, the reference number of CBs and the overall CRC length can be derived from the reference TBS. For instance, the reference number of CBs denoted by C can be given by 

where  is the length of CRC for TB whose value can be 16 or 24 depending on the used base graph, and  is the length of CRC for CB whose value is 24 if C>1, or 0 otherwise. In this case, the overall CRC length would be given by . 
In the 3rd step, the sum of reference TBS and overall CRC length is quantized with step of M to ensure the value of TBS is multiples of 8 and all the segmented CBs have the same size. In this case, the value of M can be given by multiplication of 8 and C. As TBS increases, the difference between TBS values increases. Therefore, it will restrict possible values of TBS. Alternatively, M can be given by LCM of 8 and C. However, it causes excessively large number of possible values of TBS, which is not preferable for efficient TBS handling at gNB side. TBS determination can be given by following equation. 


Proposal 17: For TBS determination based on formula, support following procedures
· 1st step: Calculate reference TBS value based on scheduled resources (in layer/time/frequency domains), coding rate, modulation order, and scaling factor (if supported). 
· 2nd step: Find the reference number of code blocks and the overall CRC length. 
· 3rd step: Sum of reference TBS and CRC lengths is quantized with step of M. Next, TBS is derived by subtracting overall CRC length form the quantized value. 
· M is given by multiplication of 8 and the reference number of code blocks. 

4.3. Special TBS handling
Considering certain services or applications (e.g. VoIP), it could be needed to support specific value(s) of TBS. When the TBS determination is based on look-up table, then the specific value(s) of TBS are mapped on the table. However, if the formula-based TBS determination is employed, it is necessary to investigate how to ensure to support specific value(s) of TBS. One approach is to define special setting of DCI field(s) to indicate specific value of TBS. For instance, scaling factor could have reserved state, and if the reserved state is indicated by DCI, TBS determination is performed based on look-up table containing specific value(s) of TBS instead of TBS formula. Alternatively, TBS is derived from look-up table if its reference number of CB is equal to 1. Otherwise, formula-based TBS determination is used. 
Proposal 18: Study the condition where look-up table is used to determine TBS value. 

4.4. TBS determination for multi-slot aggregation
Even though multi-slot aggregation is configured and used, the maximum TBS is determined based on the one slot case. Assuming multi-slot aggregation is used for scheduling each TB in each slot repeatedly, TBS determination for multi-slot aggregation case would be dependent on MCS and reference REs in a slot. In terms of defining the reference REs in a slot, we can consider ‘the smallest’ or ‘average’ or ‘the largest’ REs among the scheduled slots. For example, if there are full slot scheduled and the largest reference REs is chosen, full slot case is assumed for TBS determination. In case multi-slot is also supported for mapping a TB across multiple slot without repetition/retransmission, TBS computation of single slot case may be expanded to the multiple slot case. 
In the first case, TBS will have upper limit even though the number of REs to be used for PDSCH or PUSCH increases further compared to one slot case. In this case, it is necessary to clarify the definition of time/frequency resource the PDSCH/PUSCH is scheduled for multi-slot case. TBS determination for multi-slot case has following options: 
· Option 1: Reference number of REs for a certain aggregated slot is used for TBS determination. 
· Option 2: Average value of reference number of REs over all the aggregated slots is used for TBS determination. 
Regarding Option 1, the certain aggregated slot to be used for TBS determination can be the first aggregated slot, or aggregated slot whose reference number of REs is the largest or smallest. In this case, TBS control would be quite simple by adjusting reference number of REs for a certain aggregated slot. In case of Option 2, TBS is determined by considering all the aggregated slots.
 
Proposal 19: When TB mapping over multi-slot aggregation is clarified, further discuss TBS computation over multi-slots. At least in case of repetition, selection of reference number of REs may be based on a slot or average over multiple aggregated slots. 

5. Conclusion
In this contribution, we discuss resource allocation. Our proposals are as follows:
Regarding frequency domain resource allocation,
Proposal 1: Support semi-statically configured RBG size(s) per BWP for deriving number of RBGs. 
· Number of RBGs in the BWP is determined by size of the BWP and the configured/indicated RBG size(s). 
· Dynamic switching of RBG size(s).
Proposal 2: Support different RBG size(s) per DCI format. 
Proposal 3: PRB grid can be constructed aligned with PRB grid constructed based on center of carrier. 
Proposal 4: Subcarrier 0 of a PRB in a given numerology is aligned at the center of carrier.
Proposal 5: The gap between center of SS block and the lowest frequency (GAP) is multiple of RBs based on a subcarrier spacing used in PBCH.
Proposal 6: The offset between subcarrier 0 and SS block center for a given numerology can be indicated. 

Regarding time domain resource allocation,
Observation 1: UE-specific indication of starting and ending symbol index of PDSCH or PUSCH via DCI would be beneficial even in case slot format is known to UEs. The starting and ending symbol index of PDSCH or PUSCH are not necessarily aligned with downlink or uplink resource indicated by slot format. 
Proposal 7: Considering DCI overhead for time-domain RA, either contiguous compact type RA is supported or dynamic indication among a set of patterns configured by higher layer is supported.
Proposal 8: For broadcast channel or initial-access related channels, prefixed one or more candidates of ‘starting symbol index’ and ‘ending symbol index’ for PDSCH or PUSCH is assumed. At least one candidate is selected by PBCH/RMSI/OSI.
Proposal 9: For multi-slot scheduling, a single PDSCH or PUSCH is mapped within a slot. 
Proposal 10: Time domain resource allocation for multi slot case is supported by following options:
· Option 1: Scheduling DCI indicates one of RRC configured sets for time-domain resource allocation parameters across aggregated slots.
· Option 2: Time-domain resource allocation parameters for one slot case are applied to all the aggregated slots.
· Option 3: Time-domain resource allocation parameters for one slot case are applied to certain aggregated slot(s). Remaining time-domain resources across aggregated slot are configured by additional RRC signalling and/or DCI indication.
· Time-domain resources can be updated by group-common PDCCH.
· PDSCH or PUSCH perform rate-matching based on configured/indicated time-domain resource allocation, perform puncturing based on SFI transmitted by group-common PDCCH.
Proposal 11: NR supports that a common time-domain RA is used to indicate same-slot or cross-slot scheduling. FFS whether to use a common time-domain RA for multi-slot and cross-slot scheduling. 
Proposal 12: Slot-based scheduling is considered as a default mode with CORESET monitoring periodicity of one or multiple of slots. Mini-slot scheduling is explicitly indicated in CORESET configuration.  
Proposal 13: For non-slot (mini-slot) case: 
· Starting symbol index is defined by symbol number from the start of the PDCCH where scheduling. Consider adding an offset for PUSCH for processing time, TA, and necessary switching gap.
· Ending symbol index is defined by symbol number from the starting symbol

Regarding TBS determination,
Proposal 14: For TBS determination by using formula, coding rate is the ratio of TBS to the number of overall coded bits. 
Proposal 15: For TBS determination by using formula, the definition of time/frequency resource the PDSCH/PUSCH is scheduled is given by the number of REs scheduled by resource allocation regardless of actual mapping of PDSCH or PUSCH. 
Proposal 16: For TBS determination based on formula, support scaling factor to change TBS value further. 
· Note: scaling factor can be used to ensure to enable the same TBS between different modulation orders or between initial transmission and re-transmission with the same/different number of PRBs or the same/different number of symbols.
Proposal 17: For TBS determination based on formula, support following procedures
· 1st step: Calculate reference TBS value based on scheduled resources (in layer/time/frequency domains), coding rate, modulation order, and scaling factor (if supported). 
· 2nd step: Find the reference number of code blocks and the overall CRC length. 
· 3rd step: Sum of reference TBS and CRC lengths is quantized with step of M. Next, TBS is derived by subtracting overall CRC length form the quantized value. 
· [bookmark: _GoBack]M is given by multiplication of 8 and the reference number of code blocks. 
Proposal 18: Study the condition where look-up table is used to determine TBS value. 
Proposal 19: When TB mapping over multi-slot aggregation is clarified, further discuss TBS computation over multi-slots. At least in case of repetition, selection of reference number of REs may be based on a slot or average over multiple aggregated slots. 
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