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1. [bookmark: _Ref449341288][bookmark: _Toc273549427]Introduction
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]In the RAN1 #90 meeting, the agreements summarized below were reached about the DMRS density and the DL control channel design [1]. 
In this contribution we present simulation results for the PDCCH DMRS overhead ¼. We have compared distributed and localized DMRS mapping both for interleaving and non-interleaving CORESETs. For the non-interleaving case, no performance difference is seen. For the interleaving case, no-performance difference is seen for almost all simulated cases. The only exception is for large delay spread and AL1 with payload of 60+16CRC. In this situation the distributed DMRS mapping outperforms the localized mapping. After the simulation results are presented we discuss their implications and make proposals on DMRS density and mapping 
In the second part of the contribution we investigate the PDCCH interleaving within a CORESET. 
	Agreements:
· DMRS density for a CORESET is down-selected between 1/3 or 1/4.
· FFS: need of additional DMRS density.
· Sequence, density, and applicability of MU-MIMO is still under discussion
Working assumption:
· DM-RS density per REG is 1/4 at least for normal CP
· FFS: orthogonal DMRS for MU-MIMO at RAN1 NR AH#3.
· FFS: URLLC




	
Agreements:
· Working assumptions are confirmed with the following details.
· For 1/2/3-symbol CORESET, REG bundle size of 6 is supported.
· A REG bundle size is as part of CORESET configuration for a CORESET configured by UE-specific higher-layer signalling.
· FFS: CORESET(s) configured by non UE-specific signaling.
· UE assumes that precoder granularity in frequency domain is equal to the REG bundle size in the frequency domain
· FFS: gNB can inform to the UE whether or not to assume the same precoder over multiple REG bundles.
· Note: more than one CORESET(s) with the UE-specific higher-layer signaling can be configured for the same UE
Agreements:
· Interleaving operates on REG bundles
· FFS: interleaving in the case if and when gNB informs to the UE to assume the same precoder over multiple REG bundles
Agreements:
· For interleaving CORESET, the interleaving pattern is derived by the CORESET configuration and is not dependent on other CORESET configuration.
· Note: 
· Following metrics can be considered
· Good frequency distribution of REG bundles within the CORESET
· Blocking probability for potential overlapped CORESET(s)
· Inter-cell/inter-TRP interference randomization



2. DMRS density and DMRS pattern for PDCCH
In this section we provide performance comparisons for ¼ DMRS overhead with different DMRS mapping patterns, both for interleaving and non-interleaving CORESETs. Also we revisit the DMRS density and provide simulation results that show the performance gain for 1/6 DMRS overhead at AL=1 with 60+16CRC payload.
2.1 DMRS patterns for non-interleaving CORESETs
In this section we compare the performance difference between localized and distributed mapping for non-interleaving CORESETs.
In Figure 1below one localized and one distributed pattern is shown. Localized mapping would also be beneficial for the case when orthogonal MU-MIMO should be supported. However, in our simulations we evaluate the performance difference for a single user first. If the localized mapping shows the same performance as the distributed mapping, then the localized mapping can be employed and later also extended to orthogonal MU-MIMO. If, on the other hand, the distributed mapping shows much better performance, then the question to be answered becomes more complicated: Shall we a) prioritize the PDCCH robustness and implement a distributed mapping which would mean that orthogonal MU-MIMO cannot be supported or shall we b) sacrifice the PDCCH robustness to give support for orthogonal MU-MIMO.
It is our general view that PDCCH robustness is more important than the support of orthogonal MU-MIMO.
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Figure 1- Two DMRS pattern for PDCCH
For the localized pattern, the DMRS are located in contiguous REs, in the above figure the RE index for DMRS in a REG is 5,6 and 7. For the distributed pattern, the DMRS are located evenly to capturethe frequency domain channel uniformly.The positions in figure 1 above are just an example that we have selected for the performance evaluation. The specific position may be shifted for different cell IDs or other reasons. 
The 20+16CRC bit payload size is mainly for the common PDCCH or UE specific PDCCH in fall back mode, which mainly is used in the CORESET with interleaving. Therefore we only provide BLER curves for the 60+16CRC bit payload size. If orthogonal MU is considered, it should be used in the case of non interleaving mapping because sufficient channel information is available.The results are illustrated in Figure 2 below. The ‘ALi’ represent AL i(i=1/2/4/8) ,’local’ represent localized DMRS pattern and ‘dist’ represent distributed DMRS pattern.
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(A)Delay spread = 30ns
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(B)Delay spread = 300ns
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(C)Delay spread = 1000ns
Figure 2 - Performance comparison of two DMRS pattern 
From the BLER curves above, we find that localized and distributed DMRS pattern have similar performance. As for non interleaving CORESETs we prefer localized DMRS pattern as it can provide good support for CDM orthogonal scheme.
Observation 1: For NR-PDCCH with non-interleaving CORESETs and DMRS density of 1/4th, localized and distributed mapping have the same performance.
2.2 DMRS patterns for interleaving CORESETs
In this section we compare the performance difference between localized and distributed mapping for interleaving CORESETs. Figure 3 shows the performance comparison for the 60+16CRC bits payload. The BLER curves for 20+16CRC bits are shown in Figure A-4 in Appendix 2.
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(A)Delay spread = 30ns
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(B)Delay spread = 300ns
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(C)Delay spread = 1000ns
Figure 3 - Performance comparison of two DMRS pattern with 60+16CRC payload
From above curves we find that for 30ns and 300ns delay spread both distributed and localized mapping have again the same performance. Only with 1000ns delay spread and AL1, the distributed mapping shows a performance gain.
From the Figure A-4 in the appendix, where the results for the payload of 20bits+16CRC are shown, we cannot find any performance difference, also for AL1 and 1000ns delay spread, distributed and localized DMRS mapping give the same results. The reason for this is that in general, for interleaving CORESETS, at high SNR range, a distributed pattern can provide more accurate channel estimation than a localized pattern. But since the operating SNR for the smaller payload is lower, this benefit of distributed mapping does not show here.
Observation 2: For NR-PDCCH with interleaving CORESETs and DMRS density of 1/4th, for 20+16CRC bits payload, localized and distributed mapping have the same performance.
Observation 3: For NR-PDCCH with interleaving CORESETs and DMRS density of 1/4th, for 60+16CRC bits payload, localized and distributed mapping have the same performance in almost all cases. Only for 1000ns delay spread and AL1 a performance gain is seen for distributed DMRS mapping.
2.3 Discussion of simulation results for localized and distributed mapping
We have seen that for non-interleaving CORESETs distributed and localized DMRS mapping have the same performance. If orthogonal MU-MIMO shall be supported, a localized mapping scheme should be supported. During the previous RAN1 discussions, several companies have expressed their view that they want to have MU-MIMO supported. Based on our simulation results and the previous discussions, we make the following proposals.
Proposal 1: For NR-PDCCH supports localized DMRS mapping with a DMRS density of 1/4th 
Proposal 2: Study the support of orthogonal MU-MIMO with CDM for the localized DMRS mapping and a DMRS density of ¼.  
Then, we have further seen for interleaving CORESETs that the distributed and localized mappings almost always have the same performance. Only for simultaneously AL1, 1000ns delay spread and a large payload, the distributed DMRS mapping results in better performance. The question is now, shall RAN1 adopt a unified DMRS mapping and thereby sacrifice some PDCCH performance for a corner case, or shall RAN1 adopt 2 different DMRS mappings, one distributed for interleaving CORESETs and one localized for non-interleaving CORESETs? It is our view that RAN1 should only adopt one unified DMRS mapping which is applicable to both interleaving and non-interleaving CORESETS. 
Proposal 3: NR should support one unified DMRS mapping for both interleaving and non-interleaving CORESETs. For both cases localized DMRS mapping is supported with a DMRS density of ¼.
The PDCCH performance for high payload, large delay spread and AL1 should not be regarded as a stopper to achieve a unified structure. If, on the other hand, it would later be regarded to be important, other solutions than distributed mapping with DMRS density of ¼ should be considered.  
2.4 Additional DMRS density
In the last meeting, we presented in R1-1712664, the benefits with a DMRS density of 1/6 especially for low aggregation levels, both for interleaving and non-interleaving CORESETs.  Figure 4 and Figure 5show the BLER curves for 60+16CRC bit payload for non-interleaving and interleaving CORESETs with 1OFDM symbol duration. The ‘ALi_jRS’ in Figure 1 represent AL i(i=1/2/4/8) with j DMRS REs per REG’ and ‘ALi_bsj_kRS’ in Figure 2represent‘AL i(i=1/2/4/8) with bundle size of j REG and k DMRS REs per REG’.
Other simulation parameters are listed in Table A-1 in Appendix 1 and more BLER curves are listed in Figure A-1,Figure A-2 and Figure A-3 in Appendix 2.
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Figure 4 - Close loop rank 1 transmission for 1-symbol CORESET with different RS overhead
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Figure 5 - Precoder cycling transmission for 1-symbol CORESET with different RS overhead
[bookmark: _GoBack]From Figure4 and Figure 5 we find that 1/6 overhead outperforms other overheads at AL=1. For other ALs, the performance of different DRMS density is very similar.
Observation 4: 1/6 DMRS density outperforms other DMRS densities at AL1 with 60+16CRC payload.
Proposal 4:  If an additional DMRS design should be considered to achieve better performance for low aggregation levels, the additional DMRS density of 1/6 shall be adopted by RAN1.
1. AAAAAAAAAA
1. 
2. 
1 
2 
3 
3. PDCCH interleaving
It has been agreed that a CCE may be mapped to REGs with interleaving or non-interleaving REG indices within a CORESET. The REG bundle is the interleaving unit for PDCCH structure. In LTE, the interleaving unit is REG and the interleaving units are distributed in the whole control region for maximum PDCCH transmit diversity. However in NR, not only good transmit diversity should be supported, but the blocking probability for potentially overlapping CORESETs and inter-cell/inter-TRP interference randomization should be considered, too. The interleaving scheme for NR PDCCH should be capable of being employed in a variety of scenarios, such as distributed PDCCH and localized PDCCH multiplexing, or PDCCH and PDSCH multiplexing in PDCCH resource region, etc. 
A unified design should be pursued for the PDCCH interleaving using multiple scenarios in order for both good transmit diversity and low blocking probability. A feasible way is to divide the CORESET into multiple interleaving sub-regions. Each sub-region including a number of REG bundles and interleaving is done in each sub-region independently. 
UE can be configured one or more sub-regions in one CORESET for PDCCH transmission. For example, for more transmit diversity discrete sub-regions can be configured for the UE like in Figure 6a shows sub-region 0 and 2 are configured for the UE for more diversity. Take an another example that when need to consider multiplexing with localized PDCCH or PDSCH transmission, continuous sub-regions can be configured for the UE like Figure 6b shows sub-region 0 and 1 are configured for the UE for more effective resource using and low PDCCH block probability. 


Figure 6a - Discrete sub-regions configured for one UE


Figure 6b - Continuous sub-regions configured for one UE
Same or different interleaving pattern can be used in each sub-region for interleaving. And when continuous sub-regions are configured for one UE using the same interleaving pattern, the same precoding may be assumed by UE across the continuous REG bundles. 
Proposal 5: Multiple sub-regions for interleaving in a CORESET should be introduced for NR-PDCCH. 
4. Conclusion
In this contribution we discuss the localized and distributed DMRS mapping for interleaving and non-interleaving CORESETs. Our simulations show that they have the same performance, except for the case of simultaneous large payload with an interleaving CORESET, AL1 and 1000ns delay spread. In that case the distributed DMRS mapping shows some benefits. However, we consider this as a corner scenario with less importance and therefore prefer instead a unified DMRS structure with localized mapping. For realistic scenarios, there is no performance difference, but we still have the possibility to include orthogonal MU-MIMO when a localized DMRS mapping is employed.
In the last part of the contribution we have addressed a remaining issue on the PDCCH interleaving.. In summary, we are making the following observations and proposals:
Observation 1: For NR-PDCCH with non-interleaving CORESETs and DMRS density of 1/4th, localized and distributed mapping have the same performance.
Observation 2: For NR-PDCCH with interleaving CORESETs and DMRS density of 1/4th, for 20+16CRC bits payload, localized and distributed mapping have the same performance.
Observation 3: For NR-PDCCH with interleaving CORESETs and DMRS density of 1/4th, for 60+16CRC bits payload, localized and distributed mapping have the same performance in almost all cases. Only for 1000ns delay spread and AL1 a performance gain is seen for distributed DMRS mapping.
Proposal 1: For NR-PDCCH supports localized DMRS mapping with a DMRS density of 1/4th 
Proposal 2: Study the support of orthogonal MU-MIMO with CDM for the localized DMRS mapping and a DMRS density of ¼.  
Proposal 3: NR should support one unified DMRS mapping for both interleaving and non-interleaving CORESETs. For both cases localized DMRS mapping is supported with a DMRS density of ¼.
Observation 4: 1/6 DMRS density outperforms other DMRS densities at AL1 with 60+16CRC payload.
Proposal 4: If an additional DMRS design should be considered to achieve better performance for low aggregation levels, the additional DMRS density of 1/6 shall be adopted by RAN1.
Proposal 5: Multiple sub-regions for interleaving in a CORESET should be introduced for NR-PDCCH. 
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6. Appendix
6.1.  Appendix 1 
Table A-1 Simulation Assumptions
	Item 
	Value 
	Note 

	Channel 
	TDL-A
DS = 30ns,300ns 1000ns
Speed = 3kmph
	

	Antenna 
	2*2
	

	Frequency
	4GHz
	

	Numerology 
	BW = 10MHz(50RB)
SCS = 15kHz
	

	DMRS overhead
	1/6,1/4,1/3
	2,3,4 RS per REG

	Aggregation level
	1,2,4,8
	

	CCE size
	6 REGs per CCE
	

	Bundle size
	2 or 6 or CORESET length for interleaving CORESETs
6 for non interleaving CORESETs
	

	Payload size
	60+16(CRC) for non interleaving CORESETs
20+16(CRC) or 60+16(CRC) for interleaving CORESETs
	

	Transmit scheme
	(1) Precoder cycling;
(2) close loop rank 1 transmission
	Precoder cycling for interleaving mapping
Close loop rank 1 transmission for non interleaving mapping

	Mapping scheme
	(1) Non interleaving
(2)Interleaving
	

	CORESET duration
	1 2 or 3OFDM symbol(s)
	

	Coding
	TBCC
	

	Channel estimation 
	MMSE
	



6.2. Appendix 2
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(A)Delay spread = 30ns  1-symbol
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(B)Delay spread = 300ns, 1-symbol
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(C)Delay spread = 1000ns, 1-symbol
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(D)Delay spread = 30ns  2-symbol
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(E)Delay spread = 300ns  2-symbol
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(F)Delay spread = 1000ns 2-symbol
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(G)Delay spread = 30ns 3-symbol
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(H)Delay spread = 300ns 3-symbol
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(I)Delay spread = 1000ns 3-symbol
Figure A-1 Performance comparison with different DMRS density for non interleaving CORESET
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(A) Delay spread = 30ns 1-symbol
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(B) Delay spread = 300ns 1-symbol
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(C) Delay spread = 1000ns 1-symbol
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(D) Delay spread = 30ns 2-symbol
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(E) Delay spread = 300ns 2-symbol
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(F) Delay spread = 1000ns 2-symbol
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(G) Delay spread = 30ns 3-symbol
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(H)Delay spread = 300ns 3-symbol
[image: ]
(I)Delay spread = 1000ns 3-symbol
Figure A-2 Performance comparison with different DMRS density for interleaving CORESET with payload size of 60+16(CRC)
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(A)Delay spread = 30ns 1-symbol
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(B)Delay spread = 300ns1-symbol
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(C)Delay spread = 1000ns1-symbol
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(D)Delay spread = 30ns 2-symbol
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(E)Delay spread = 300ns 2-symbol
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(F)Delay spread = 1000ns 2-symbol
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(G)Delay spread = 30ns 3-symbol
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(H)Delay spread = 300ns 3-symbol
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(I)Delay spread = 1000ns 3-symbol
Figure A-3 Performance comparison with different DMRS density for interleaving CORESET with payload size of 20+16(CRC)
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(A)Delay spread = 30ns
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(B)Delay spread = 300ns
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(C)Delay spread = 1000ns
Figure A-4 - Performance comparison of two DMRS pattern with 20+16CRC payload
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